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Preface

Following a series of successful workshops held in conjunction with the LPAR confer-
ence, the Fourth Workshop on the Implementation of Logics was held in conjunction
with the Tenth International Conference on Logic for Programming, Artificial Intelli-
gence, and Reasoning (LPAR 2003), in Almaty, Kazakhstan, in September 2003.

Nine submissions were received of which seven were selected for presentation at the
workshop. An invited talk was given by Stephan Schulz from the Technische Universitit
Miinchen and RISC Linz.

We thank the program committee who performed the task of reviewing the sub-
missions. We also thank the organisers of LPAR without whom this workshop would
certainly not exist.

September 2003 Boris Konev and Renate Schmidt

Liverpool, Manchester



Workshop Organisation

Program Committee

Elvira Albert

Bart Demoen

Thom Friihwirth
Ullrich Hustadt

Boris Konev (co-chair)
William McCune
Gopalan Nadathur
Alexandre Riazanov
Kostis Sagonas

Renate Schmidt (co-chair)
Mark Stickel

Hantao Zhang

Universidad Complutense de Madrid
Catholic University of Leuven
Universitdt Ulm

University of Liverpool
University of Liverpool
Argonne National Laboratory
University of Minnesota
University of Manchester
Uppsala University

University of Manchester

SRI International

University of lowa



Previous events

Reunion Workshop (held in conjunction with LPAR’2000 on Reunion Island),
Second Workshop in Cuba (together with LPAR’2001 in Havana, Cuba),
Third workshop in Tbilisi (together with LPAR’2002 in Tbilisi, Georgia).






Table of Contents

Invited talk

Simplicity, Measuring, and Good Engineering - One Way to Build a World
Class Automated Deduction System. . .. ...........oo i,
S. Schulz

Extended abstracts

KAT-ML: An Interactive Theorem Prover for Kleene Algebra with Tests. . . . . ..
K. Aboul-Hosn, D. Kozen

MUltlog and MUltseq Reanimated and Married .......................
M. Baaz, C.G. Fermiiller, A. Gil, G. Salzer, N. Preining

A Syntactic Approach to Satisfaction........... .. .. .. .. . oL
G. Bittencourt, J. Marchi, R. S. Padilha

Thoughts about the Implementation of the Duration Calculus with Coq . . ... ...
S. Colin, V. Poirriez, G. Mariano

The Termination Prover AProVE . ... ... ... .. ... . . .. . .
J. Giesl, R. Thiemann, P. Schneider-Kamp, S. Falke

On the Implementation of a Rule-Based Programming System and Some of
its APPlICAtiONS . . . . oot
M. Marin, T. Kutsia

Implementing the Clausal Normal Form Transformation with Proof Generation .
H. de Nivelle

Author Index .. ... .. .






Simplicity, Measuring, and Good Engineering
One Way to Build a World Class Automated Deduction System

Stephan Schulz!-?

! Institut fiir Informatik, Technische Universitidt Miinchen
2 RISC-Linz, Johannes Kepler Universitét Linz*
schulz@informatik.tu-muenchen.de

Abstract

Most published papers on implementation aspects of automated reasoning sys-
tems cover only a small set of new techniques. Overview papers are rare, and
usually describe the fixed state of a system at a given point in the development
process. Moreover, they often have to trade depth for generality. This is par-
ticularly true for system descriptions, which often are relegated to second-class
status and allowed only a view pages at many major conferences.

In my talk, I will try to shed some lights into the practical aspects of building
a complex high-performance theorem prover. I will give an overview on our
equational theorem prover E [Sch02]. However, instead of giving a purely static
view, I will describe the process that has resulted in a useful and resilient code
base which has, up to now, survived at least three major changes without serious
problems. I will also discuss some of the design decisions that later turned out
to be wrong, and how they have either been fixed or still burden us.

Finally, I will describe some of the engineering tricks and tools we use to make
sure that our code remains stable, mostly bug free, and, most of all, maintainable.

References

[Sch02] S. Schulz. E — A Brainiac Theorem Prover. Journal of AI Communications,
15(2/3):111-126, 2002.

This talk has been supported by the EU CALCULEMUS Human Potential Pro-

gramme.

* Currently visiting at the University of Edinburgh.



KAT-ML: An Interactive Theorem Prover
for Kleene Algebra with Tests

Kamal Aboul-Hosn and Dexter Kozen

Department of Computer Science
Cornell University
Ithaca, New York 14853-7501, USA
{kamal, kozen}@cs.cornell.edu

Abstract. KAT-ML is an interactive theorem prover for Kleene algebra with
tests (KAT). The system is designed to reflect the natural style of reasoning with
KAT that one finds in the literature. We describe the main features of the system
and illustrate its use with some examples.

1 Introduction

Kleene algebra with tests (KAT), introduced in [13], is an equational system for pro-
gram verification that combines Kleene algebra (KA) with Boolean algebra. KAT has
been applied successfully in various low-level verification tasks involving communica-
tion protocols, basic safety analysis, source-to-source program transformation, concur-
rency control, compiler optimization, and dataflow analysis [1, 3-6, 13, 15]. The system
subsumes Hoare logic and is deductively complete for partial correctness over relational
models [14].

Much attention has focused on the equational theory of KA and KAT. The axioms
of KAT are known to be deductively complete for the equational theory of language-
theoretic and relational models, and validity is decidable in PSPACE [7, 16]. But be-
cause of the practical importance of premises, it is the universal Horn theory that is of
more interest; that is, the set of valid sentences of the form

PL=q@ N APp=¢qn — P =g, (D

where the atomic symbols are implicitly universally quantified. Typically, the premises
p; = g, are basic assumptions regarding the interaction of atomic programs and tests,
and the conclusion p = ¢ represents the equivalence of an optimized and unoptimized
program, a partial correctness assertion, or the equivalence of an annotated and unan-
notated program. The necessary premises are obtained by inspection of the program
and their validity may depend on properties of the domain of computation, but they
are usually quite simple and easy to verify by inspection, since they typically only
involve atomic programs and tests. Once the premises are established, the proof of
(1) is purely propositional. This ability to introduce premises as needed is one of the
features that makes KAT so versatile. By comparison, Hoare logic has only the as-
signment rule, which is much more limited. In addition, this style of reasoning al-
lows a clean separation between first-order interpreted reasoning to justify the premises



p1 = q1 A--- A p, = g, and purely propositional reasoning to establish that the con-
clusion p = ¢ follows from the premises.

We have implemented an interactive theorem prover KAT-ML for Kleene algebra
with tests. The system is designed to reflect the natural style of reasoning with KAT that
one finds in the literature. In this paper we describe the main features of the system and
illustrate its use with some examples.

KAT-ML allows the user to develop a proof interactively in a natural human style,
keeping track of the details of the proof. An unproven theorem will have a number of
outstanding tasks in the form of unproven Horn formulas. The initial task is the theorem
itself. The user applies axioms and lemmas to simplify the tasks, which may introduce
new (presumably simpler) tasks. When all tasks are discharged, the proof is complete.

As the user applies proof rules, the system constructs an independently verifiable
proof object in the form of a A-term. The proof term of an unproven theorem has free
task variables corresponding to the undischarged tasks. The system can import and
export proofs in XML format.

We have used KAT-ML to verify formally several known results in the literature,
some of which had previously been verified only by hand, including the KAT translation
of the Hoare partial correctness rules [14], a verification problem involving a Windows
device driver [2], and an intricate scheme equivalence problem [1].

The system is implemented in Standard ML and is easy to install and use. Source
code and executable images for various platforms can be downloaded from [10]. Several
tutorial examples are also provided with the distribution.

The PSPACE decision procedure for the equational theory has been implemented
by Cohen [4-6]. Cohen’s approach is to try to reduce a Horn formula to an equivalent
equation, then apply the PSPACE decision procedure to automatically verify the result-
ing equation. This reduction is possible in many cases, but not always. Moreover, the
decision procedure does not produce an independently verifiable proof object.

2 Preliminary Definitions

2.1 Kleene Algebra

Kleene algebra (KA) is the algebra of regular expressions [11, 8]. The axiomatization
used here is from [12]. A Kleene algebra is an algebraic structure (K, +, -, *, 0, 1)
that satisfies the following axioms:

p+a)+r=p+(g+r) (2) (pg)r = plqr) (3)
p+qg=q+p (4) pl=1p = p (5)
p+0=p+p = p (6) Op=p0 = 0 (7)

p(qg+7)=pg+pr (8) (p+qr =pr+qr 9)
1+ pp* < p* (10) g+pr<r—opfg<r (11)
1+ p*p < p* (12) g+rp<r—og*<r (13)

This a universal Horn axiomatization. Axioms (2)-(9) say that K is an idempotent
semiring under +,-,0,1. The adjective idempotent refers to (6). Axioms (10)—(13)



say that p*q is the <-least solution to ¢ + pzr < = and ¢p* is the <-least solu-
tion to ¢ + xp < =z, where < refers to the natural partial order on K defined by
def

P<qg==ptq=q

Standard models include the family of regular sets over a finite alphabet, the family
of binary relations on a set, and the family of n x n matrices over another Kleene
algebra. Other more unusual interpretations include the min,+ algebra, also known as
the tropical semiring, used in shortest path algorithms, and models consisting of convex
polyhedra used in computational geometry.

There are several alternative axiomatizations in the literature, most of them infini-
tary. For example, a Kleene algebra is called star-continuous if it satisfies the infinitary
property pq™r = sup,, pg"r. This is equivalent to infinitely many equations

pg"r < pg*r, n>0 (14)
and the infinitary Horn formula
(/\ pa"r <s) = pgr <s. (15)
n>0

All natural models are star-continuous. However, this axiom is much stronger than the
finitary Horn axiomatization given above and would be more difficult to implement,
since it would require meta-rules to handle the induction needed to establish (14) and
(15).

The completeness result of [12] says that all true identities between regular expres-
sions interpreted as regular sets of strings are derivable from the axioms. In other words,
the algebra of regular sets of strings over the finite alphabet P is the free Kleene algebra
on generators P. The axioms are also complete for the equational theory of relational
models.

See [12] for a more thorough introduction.

2.2 Kleene Algebra with Tests

A Kleene algebra with tests (KAT) [13] is just a Kleene algebra with an embedded
Boolean subalgebra. That is, it is a two-sorted structure (K, B, +, -, *, 7, 0, 1) such
that

- (K, +, -, , 0, 1) is a Kleene algebra,
- (B, +, -, 7, 0, 1) is a Boolean algebra, and
- B C

Elements of B are called tests. The Boolean complementation operator ~ is defined only
on tests. In KAT-ML, variables beginning with an upper-case character denote tests, and
those beginning with a lower-case character denote arbitrary Kleene elements.



The axioms of Boolean algebra are purely equational. In addition to the Kleene
algebra axioms above, tests satisfy the equations

BC =CB BB=B
B+CD = (B+C)(B+D) B+1=1
B+C=B+C BC=B~+C
B+B=1 BB =0
B=DB

The while program constructs are encoded as in propositional Dynamic Logic [9]:

def
P q=pq
if B then p else ¢ * Bp + By

while B do p ' (Bp)*B.
The Hoare partial correctness assertion { B} p {C'} is expressed as an equation BpC =
0, or equivalently, Bp = BpC'. All Hoare rules are derivable in KAT; indeed, KAT
is deductively complete for relationally valid propositional Hoare-style rules involving
partial correctness assertions [14] (propositional Hoare logic is not).

The following simple example illustrates how equational reasoning with Horn for-
mulas proceeds in KAT. To illustrate the use of our system, we will give a mechanical
derivation of this lemma in Section 3.4.

Lemma 1. The following equations are equivalent in KAT:

(i Cp=C
(i) Cp+C =1
(iii) p=Cp + C.

Proof. We prove separately the four Horn formulas (i) — (ii), (i) — (iii), (ii) — (i), and
>iii) — ().

For the first, assume that (i) holds. Replace C'p by C' on the left-hand side of (ii) and
use the Boolean algebra axiom C + C = 1.

For the second, assume again that (i) holds. Replace the second occurrence of C' on
the right-hand side of (iii) by C'p and use distributivity law Cp + Cp = (C + C)p, the
Boolean algebra axiom C' + C' = 1, and the multiplicative identity axiom 1p = p.

Finally, for (ii) — (i) and (iii) — (i), multiply both sides of (ii) or (iii) on the left by
C and use distributivity and the Boolean algebra axioms CC' = 0 and CC = C.

See [13, 14, 17] for a more detailed introduction to KAT.

3 Description of the System

KAT-ML is an interactive theorem prover for Kleene algebra with tests. It is written
in Standard ML. The system has a command-line interface that works on any platform
and a graphical user interface that works on any UNIX-based operating system. A user



can create and manage libraries of KAT theorems that can be proved and cited by name
in later proofs. A few standard libraries containing the axioms of KAT and commonly
used lemmas are provided.

At the core of the KAT theorem prover are the commands publish and cite. Pub-
lication is a mechanism for making previous constructions available in an abbreviated
form. Citation incorporates previously-constructed objects in a proof without having to
reconstruct them. All other commands relate to these two in some way.

3.1 Representation of Proofs

KAT-ML represents a proof as a A-term abstracted over the individual variables p, g, . . .
and test variables B, C, ... that appear in the theorem and proof variables Py, P, . ..
for the premises. If the proof is not complete, the proof term will also contain free task
variables Tq, 71, . . . for the undischarged tasks. All proof terms are well-typed, and the
type is the theorem, according to the Curry-Howard isomorphism [18]. The theorem
and its proof can be reconstructed from the proof term.

For instance, consider a universal Horn formula

Vri... Vo, (p1‘>§02*>"“>§0n*>¢a

where ¢1, ..., ¢, are the premises, v is the conclusion, and z1, . .., x,, are all of the
individual variables that appear in the ¢; or 1. Viewed as a type, this theorem would be
realized by a proof term representing a function that takes an arbitrary substitution for
the variables x; and proofs of the premises ; and returns a proof of the conclusion ).
Initially, the proof is represented as the A\-term

AT .. AZm AP AP, (TP P,),

where T is a free variable of type ¢1 — @2 — --- — @, — ¥ representing the
main task. Publishing the theorem results in the creation of this initial proof term; as
proof rules are applied, the proof term is expanded accordingly. Citing a theorem ¢ as a
lemma in the proof of another theorem 1) is equivalent to substituting the proof term of
 for a free task variable in the proof term of 1. The proof of ¢ need not be complete
for this to happen; any undischarged tasks of ¢ become undischarged tasks of .

3.2 Citation

The system allows two forms of citation, focused and unfocused. Citations are applied to
the current task. One may cite a published theorem with the command cite or a premise
of the current task with the command use.

In unfocused citation, the conclusion of the cited theorem is unified with the con-
clusion of the current task, giving a substitution of terms for the individual variables.
This substitution is then applied to the premises of the cited theorem, and the current
task is replaced with several new (presumably simpler) tasks, one for each premise of
the cited theorem. Each specialized premise of the cited theorem must now be proved
under the premises of the original task.

For example, suppose the current task is



T6: p<r, <y, r;r <r |-p;g+ gjp <r

indicating that one must prove the conclusion pg + gp < 7 under the three premises
p < r,q < r,and rr < r (in the display, the symbol < denotes less-than-or-equal-to
<). The proof term at this point is

\p,q,r.\P0,P1,P2.(T6 (PO,P1,P2))

(in the display, \ represents \). Here T6 is a task variable representing a function that
returns a proof of pq + gp < r when given proofs Py, P;, P> for the three premises.

To prove pq + gp < r, it suffices to prove pqg < r and gp < r separately. Thus an
appropriate citation at this point would be the lemma

sup: x <z >y <z —> x +vy <z

The conclusion of sup, namely z + y < z, is unified with the conclusion of the task
T6, giving the substitution x = pq, y = qp, z = r. This substitution is then applied to
the premises of sup, and the old task T6 is replaced by two new tasks

T7: p<r, g<pyr, ryr <r |- p;g<r
I8: p<r, g<r, ryr <r |- qg;p<Tr

This operation is reflected in the proof term as follows:

\p,dq,r.\P0,P1,P2. (sup [x=p;q y=q;p z=r] (I7 (P0O,P1,P2),
T8 (PO,P1,P2)))

This new proof term is a function that returns a proof of pqg + gp < r when sup is
provided with proofs of its premises, which are the incomplete proofs T7 (PO, P1,P2)
and T8 (PO, P1,P2) of pg < r and gp < r, respectively. The arguments of T7 and
T8 are the proofs PO, P1, P2 of the premises of the original task T6.

A premise can be cited with the command use just when the conclusion is identical
to that premise, in which case the corresponding task variable is replaced with the proof
variable of the cited premise.

Focused citation is used to implement the proof rule of substitution of equals for
equals. In focused citation, a subterm of the conclusion of the current task is specified;
this subterm is called the focus. The system provides a set of navigation commands
to allow the user to focus on any subterm. When there is a current focus, any citation
will attempt to unify either the left- or the right-hand side of the conclusion of the
cited theorem with the focus, then replace it with the specialized other side. As with
unfocused citation, new tasks are introduced for the premises of the cited theorem. A
corresponding substitution is also made in the proof term. In the event that multiple
substitutions are possible, the system prompts the user with the options and applies the
one selected.

For example, suppose that the current task is

T0: p;g =0 |- (p + 9)* < g*;p*

The axiom



*R: x;z +y <z —> x*vy < z

is a good one to apply. However, the system will not allow the citation yet, since there
is nothing to unify with y. If the task were

Tl: p;jg =0 |- (p + 9)*;1 < g*;p*

then y would unify with 1. We can make this change by focusing on the left-hand side
of the conclusion of T0 and citing the axiom

id.R: x;1 = x
Focusing on the desired subterm gives

T0: p;g =0 |- (p + 9)* < g*;p*

where the focus is underlined. Now citing id.R unifies the right-hand side with the
focus and replaces it with the specialized left-hand side of id.R, yielding

Tl: p;jg =0 |- (p + 9)*;1 < g*;p*

Many other commands exist to facilitate the proving of theorems. The cut rule
adds a new premise o to the list of premises of the current task and adds a second task
to prove o under the original premises. Starting from the task ¢1,...,¢, F ¥, the
command cut o yields the two new tasks

901,---7907”0}_1# 4;01’---741071}_0'-

For a list of other commands, see the README file in the KAT-ML distribu-
tion [10].

3.3 Heuristics

KAT-ML has a simple set of heuristics to aid in proving theorems. The heuristics can
automatically perform unfocused citation with premises or theorems in the library that
have no premises (such as reflexivity) that unify with the current task.

The system also provides a list of suggested citations from the library, both focused
and unfocused, that unify with the current task and focus. Currently, the system does
not attempt to order the suggestions, but only provides a list of all possible citations.
Eventually, the system will attempt to order the list of suggested citations according to
some learned priority determined by usage statistics.

3.4 An Extended Example

The following is an example of the system in use. It is the proof of the first and last Horn
formulas in Lemma 1. The proof demonstrates basic publication and citation, focus, and
navigation. For more examples of varying complexity, see the Examples directory in the
KAT-ML distribution [10].



>oub C p=C ->Cp+ C=1
I0: C;jp =C -> C;p + "C=1

current task:
TO: C;p=C |- C;p+ "C=1

>proof
\C,p.\PO. (TO PO)

current task:
TO: C;p =C |- C;p + "C=1

>focus
current task:

TO: C;p =C |- C;p + "C=1

>down

current task:
TO: C;p=C |[-C;p+ "C=1

Cip+ C=1
>use A0 1
cite AO

current task:
Tl: C;jp=C |-C+ "C=1

>unfocus

current task:
Tl: C;jp=C |- C+ "C=1

>cite compl+

cite compl+

task completed

no tasks

>proof

\C,p.\P0. (subst [0,0,1] (C;p + "C = 1)
L PO (compl+ [B=C]))

no tasks

>heuristics theorem on

no tasks

>heuristics prem on

no tasks
>oub p= Cp+C->Cp-=2°C
Ll: p= "C;p + C ->C;p =C (1 task)

current task:
T2: p = C;p + C |- C;p =C

>proof
\C,p.\P1.(T2 P1)

current task:
T2: p = "C;p + C

>focus

current task:
T2: p = "C;p + C

Cip =C

>r

current task:
T2: p = "C;p + C

Cip = C

>cite id+L r
cite id+L

current task:

T3: p = "C;p + C

>d

current task:
T3: p = "C;p + C

>cite annihlL r
cite annihL
x=? p

current task:
T4: p = "C;p + C

Cip = 0jp + C

>d

current task:
T4: p = "C;p + C

C;p = 0;p + C

>cite compl. r
cite compl.
B=? C

current task:
T5: p = "C;p + C

Cip =C;Cip + C

|- Cip =¢C
|- Cip=C
|- C;p =¢C

|- Cip=0+C

|- Cip=0+2C

|- Cip =0;p +C

I- Cip =0;p + C

|- Cip =Ci"Cip + C



>u r

current task:
T5: p= "C;p+C |- C;p =C;C;p +C

C;p=C;C;p + C
>cite idemp. r
cite idemp.

current task:
T6: p = "Cijp + C |- Cjp = C;°Cjp + C;C

Cip = C;"Cip + C;C

>u
current task:

Té: p= "C;p+C |- C;p =¢C;C;p + C;C

>cite distrL r
cite distrL

current task:

T7: p = "Cip + C |- Cjp = C; ("Cijp + C)

>unfocus

current task:
T7: p = "Cip + C |- Cjp = C; ("Cjp + C)

>cite cong.L
cite cong.L
cite AO

task completed

no tasks

>proof

\C,p.\P1l. (subst [1,1] (C;p = C) R (id+L [x=C]) (subst [1,0,1] (C;p = 0 + C) R
(annihlL [x=p]) (subst [1,0,0,1] (C;p = 0;p + C) R (compl. [B=C])

(subst [1,1,1] (C;p = C; C;p + C) R (idemp. [B=C])

(subst [1,1] (C;p = C;7C;p + C;C) R (distrL [x=C y="C;p z=C])

(cong.L [x=C y=p z="C;p + C] P1))))))

no tasks

4 Conclusions and Future Work

We have described an interactive theorem prover for Kleene algebra with tests (KAT).
We feel that the most interesting part of this work is not the particular data structures
or algorithms we have chosen—these are fairly standard—but rather the design of the
mode of interaction between the user and the system. Our main goal was not to auto-
mate as much of the reasoning process as possible, but rather to provide support to the

10



user for developing proofs in a natural human style, similar to proofs in KAT found
in the literature. KAT is naturally equational, and equational reasoning pervades every
aspect of reasoning with KAT. Our system is true to that style. The user can introduce
self-evident equational premises describing the interaction of atomic programs and tests
and reason under those assumptions to derive the equivalence of more complicated pro-
grams. The system performs low-level reasoning tasks and bookkeeping and facilitates
sharing of lemmas, but it is up to the user to develop the main proof strategies.

Our current focus is to extend the system with first-order constructs, including ar-
rays. Here atomic programs are assignments x := ¢, where x is a program variable
and ¢ a first-order term ranging over a domain of computation of a particular first-order
signature. There are only a few extra equational axioms needed for most schematic
(uninterpreted) first-order reasoning and a single rule for introducing properties of the
domain of computation [1, 3]. The first-order axioms are typically used to establish the
correctness of premises; once this is done, reasoning reverts to the purely propositional
level. A short-term goal is to implement enough first-order infrastructure to support the
mechanical derivation of various proofs in first-order KAT appearing in the literature
[1,3].
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1 Introduction

MUltlog is a logic engineering tool that produces descriptions of various sound
and complete logical calculi for an arbitrary finite-valued first-order logic from
a given specification of the semantics of such a logic (see [1]). MUltseq, on the
other hand, is a simple, generic, sequent based theorem prover for propositional
finite-valued logics (see [6]). From its very beginning, MUltseq was intended to
be a ‘companion’ to MUltlog. So far, however, MUltseq does not directly use the
representation of sequent rules as generated by MUltlog. Moreover (due to lack
of funding, personnel and time), further development and maintenance of both
system has been stalled for some time now. It is the purpose of this abstract to
shortly describe the two systems and the current efforts to integrate them.

2 A short description of MUltlog

A many-valued logic is characterized by the truth functions associated with its
propositional operators and quantifiers. More precisely, if W denotes the set of
truth values, then a total function 6: W™ +— W is associated with each n-ary
operator #, and a total function \: (2 —{(}) — W with each quantifier \.!

For finitely-valued logics, 8 and X can be specified by finite tables. The size of
quantifier tables, however, grows exponentially with the number of truth values.
Fortunately, many operators and quantifiers are defined implicitly as greatest
lower or least upper bounds with respect to some (semi-)lattice ordering on
the truth values; conjunction and disjunction as well as universal and existen-
tial quantification fall into this class. For this reason MUltlog supports several
possibilities for specifying operators and quantifiers.

The kernel of MUltlog is written in Prolog. Its main task is to compute a
certain conjunctive normal form (CNF) for each combination of operators or
quantifiers with truth values. Once given the CNF, all calculi can be obtained
more or less by syntactic transformations. The problem is not to find any such
CNFs: one particular kind can be immediately obtained from the definition of

* Partially supported by the Austrian science foundation FWF, project P16539-N04.

! Quantifiers defined this way are called distribution quantifiers. The intuitive meaning
is that a quantified formula (Az)A(z) takes the value A(U) if the instances A(d) take
exactly the elements of U as their values. E.g., the universal quantifier in classical
logic can be defined as V({t}) = ¢t and V({f}) = V({t, f}) = [.
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operators and quantifiers. However, these CNFs are of a maximal branching de-
gree and therefore do not lead to feasible deduction systems. MUltlog computes
CNFs that are optimal regarding the number of conjuncts. For operators and
quantifiers referring to an ordering the matter is easy: provably optimal CNFs
are obtained by instantiating a schema. For all other operators and quantifiers
more complex computations are needed, which involve resolution and a spe-
cial inference rule called combination (for a detailed description and correctness
proofs of the employed algorithms see [8]).

The output consists of a style file containing IXTEX definitions specific to the
input logic, which is included by a generic document when compiled with TEX.
The style file is generated by DCGs (definite clause grammars) on the basis of the
specification read by MUltlog and the minimized CNFs computed by MUltlog.

Users of MUltlog can choose among different interfaces. One is written in
Tcl/Tk and runs under Unix and X-Windows. A second one is written in C for
PCs under DOS. A third one is written in HTML and Perl, providing access to
MUltlog via WWW: the user fills in some HTML forms and gets the output of
MUltlog as a Postscript file, obviating the need to install it on her own machine.
All three interfaces communicate with MUltlog by an ordinary text file, which
can be viewed as a fourth interface. Moreover there exists JMUltlog, a Java
applet serving roughly the same purpose as the HTML/Perl interface.

3 A short description of MUltseq

In its core, MUltseq is a generic sequent prover for propositional finitely-valued
logics. This means that it takes as input the rules of a many-valued sequent
calculus as well as a many-sided sequent and searches — automatically or inter-
actively — for a proof of the latter. For the sake of readability, the output of
MUltseq is typeset as a ITEX document.

Though the sequent rules can be entered by hand, MUltseq is primarily in-
tended as a companion for MUltlog. Provided the input sequent calculus is sound
and complete for the logic under consideration — which is always the case when
the rules were computed by MUltlog — MUltseq serves as a decision procedure
for the validity of sequents and formulas. More interestingly, MUltseq can also
be used to decide the consequence relations associated with the logic and the
sequent calculus. The problem of deciding whether a particular formula ¢ is
true in all models satisfying a given set of formulas A, i.e., whether ¢ logically
follows from A, can be reduced to the problem of proving that certain sequent
that depends only on ¢ and A is true. Similarly, as a consequence of the De-
duction Detachment Theorem for many-valued sequents [5,7], the problem of
finding a derivation of a sequent o from hypotheses X' can be reduced to proving
a particular set of sequents.

From the algebraic point of view, it is an interesting problem to determine
whether an equation or a quasi-equation is valid in a finite algebra. If we consider
the algebra as a set of truth values and a collection of finitely-valued connectives,
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and use an appropriate translation of equations and quasi-equations to sequents,
the problem again reduces to the provability of many-valued sequents [4].

The decision procedures implemented in MUltseq help to get a better intu-
ition and understanding of some theoretical problems. For instance, it is known
that each propositional logic between the implication-less fragment of Intuitionis-
tic Propositional Calculus and Classical Propositional Calculus has an algebraic
semantics. If we consider the algebraic semantics of all these logics, we obtain
a denumerable chain which corresponds to the chain of all subvarieties of the
variety of Pseudo-complemented Distributive Lattices [7]. Each of these subvari-
eties is generated by a finite algebra, so the study of the sequent calculi obtained
by MUltlog for each of these algebras and the decision procedures in MUltseq
might help to find algebraizable Gentzen systems for the original logics.

4 Availability

Further information on MUltlog as well as the latest version of the system (ver-
sion 1.10, dated 11/07/2001) is available at

http://www.logic.at/multlog .
MUltseq is currently is at version 0.6 (dated 13/09/2002). It is available at

http://www.logic.at/multseq .

5 The marriage agenda

The input for MUltseq, i.e. the description of sequent rules for the introduction
of connectives at the sequent-positions corresponding to the truth values, is
currently prepared by hand. In principle, such a description could and should be
extracted from the output of MUltlog. Moreover, the intended use of the systems
is to investigate and compare the forms of logical rules that can be computed
from truth tables and to check simple logical statements by using these rules.
This calls for an explicit integration of MU1tlog and MUltseq. The corresponding
agenda is as follows:

1. Write a conversion program that takes the output of MUltlog, as described
above, as input and generates the corresponding sequent rules in the format
used for the input of MUltseq.

2. Prepare an integrated distribution package that contains properly updated
versions of MUltlog, MUltseq and the conversion tool just described.

3. Design and maintain a joint internet page, that not only just refers to the
already available seperate pages for the two systems, but describes and il-
lustrates the intended use of the integrated system.
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6 Future developments

Argueably, a happy marriage should result in common offspring. We list some
goals for future developments of MUltlog and MUltseq; in particular ones that
serve the aim of a better integration of the two systems.

— First order theorem proving: MUltseq should be extended to include the
application of rules for distribution quantifiers as computed by MUltlog.

— Model construction: Augmentation of MUltseq with features for the explicit
construction of (descriptions of) counter models for non-valid formulas and
invalid statements involving different versions of consequence relations.

— FExtension to projective logics: In [2] the systematic construction of special
sequent calculi for projective logics, an extension of the class of finite val-
ued logics, has been described. We plan to integrate these algorithms into
MUltlog and, correspondingly, to enhance MUltseq to allow for the use of
the resulting sequent calculi in proof search.

— Cut elimination: A future version of MUltlog should construct specifica-
tions of cut elimination algorithms for finite-valued logics as described in [3].
The corresponding cut-reduction operators should then be integrated into
MUltseq, together with the possibility to apply appropriate cut rules, at
least in an interactive fashion.
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Abstract. Most of the research on propositional logic satisfiability fol-
lows the Davis-Putnam approach, which is based on a semantic view
that all the possible assignments of true values to propositional symbols
should be tested. This paper proposes an algorithm that is based on a
syntactic view, that explores the properties of the normal forms of a given
theory to verify its satisfiability. Any propositional theory can be repre-
sented either by its conjunctive normal form (CNF) or by its disjunctive
normal form (DNF). The proposed algorithm, given a propositional the-
ory represented by a CNF, calculates, using a specially designed represen-
tation, the minimal DNF, where minimal is defined as the smallest set of
non contradictory, non subsumed dual clauses. Each one of the minimal
dual clauses represents (minimally) a set of semantic assignments that
satisfy the theory. Therefore, if we generate all minimal dual clauses, we
have a syntactic description of all possible assignments. The main idea
is that the number of minimal dual clauses is always less (or in the worst
case equal) than the number of assignments and this is especially true for
difficult theories. The paper also presents some preliminary experimental
results, obtained with a Common Lisp implementation.

1 Introduction

The importance of the propositional logic satisfiability problem (SAT) can be
hardly overemphasized: it is the first (and the prototype) NP-complete problem
[5], it presents very interesting properties with respect to its complexity behavior
[14], analogous, in mathematical terms, to phase transitions in physical systems
[11], and it has a wide range of applications, e.g., computer aided design of
integrated circuits, logic verification, timing analysis. One of the first Artificial
Intelligence problems [22], it has deserved increasing interest in recent years,
from science magazines [10] to the most important scientific journals [21].

Most of the research on SAT solving algorithms follows the Davis-Putnam [6]
approach, which is based on a semantic view that all the possible assignments of
truth values to propositional symbols should be tested. In this paper, on the other
hand, an algorithm is proposed which is based on a syntactic view that explores
the properties of the normal forms of a given theory to verify its satisfiability. Any
propositional theory can be represented either by its conjunctive normal form
(CNF) or by its disjunctive normal form (DNF). Given an ordinary formula
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W, i.e., a well-formed expression of the full propositional logic syntax, there are
algorithms for converting it into a formula W, in CNF, and into a formula Wy,
in DNF, such that W < W, < Wy (e.g., [25], [26], [27]). To transform a formula
from one clause form to the other, only the distributivity of the logical operators
V and A is needed.

The proposed algorithm calculates, given a propositional theory represented
by a CNF W,., the minimal representation of its DNF W, where minimal is
defined as the smallest set of non contradictory, non subsumed dual clauses. In
the literature, the non subsumed set is sometimes called condensed [9] and, when
inference is also taken into account, prime implicants [12,13]. Each one of the
minimal dual clauses represents (minimally) a set of semantic assignments that
satisfy the theory. Therefore, if we generate all minimal dual clauses, we have
a syntactic description of all possible assignments. The main idea is that the
number of minimal dual clauses is always less (or in the worst case equal) than
the number of assignments and this is specially true for difficult theories, i.e.,
those near the complexity edge.

In particular, the proposed algorithm can be used to solve the satisfiability
problem, if it is terminated when the first minimal dual clause is found, but
we are also interested in the complete set of minimal dual clauses for knowledge
representation purposes [2]. The goal of this paper is to present the algorithm and
to analyze its performance properties. The knowledge representation applications
are just sketched and will be the subject of a future paper.

The paper is organized as follows. In Section 2, we introduce some notation
for normal forms that explicitly represents the relations between them. In Sec-
tions 3 and 4, we describe the proposed algorithm and give some examples. In
Section 5, we present some preliminary experimental results obtained with a
proof-of-concept Common Lisp implementation of the algorithm. In Section 6,
the application of the algorithm as a knowledge representation tool in the field of
autonomous agents is sketched. Finally, in Section 7, we conclude and comment
upon some ongoing and future work.

2 Theory Representation

Let P = {Py,...,P,} be a set of propositional symbols and L = {¢1,..., P2}
the set of their associated literals, where ¢; = P; or ¢; = —P;. A clause C is a
generalized disjunction [8] of literals: C' = [¢1, ..., dro| = ¢1V...Vy and a dual
clause is a generalized conjunction of literals: D = (¢1,...,¢rp) = P1 A . ADpp -

A propositional theory L£(P) can be represented by its conjunctive normal
form (CNF): W, = (C4,...,C,,) defined as a generalized conjunction of clauses,
or by its disjunctive normal form (DNF): Wq = D1, ..., D,,] defined as a gen-
eralized disjunction of dual clauses.

The fundamental element in the algorithm is called a quantum and is defined
as a pair (¢, F'), where ¢ is a literal and F' C W, is its set of coordinates that
contains the subset of clauses in W, to which the literal ¢ belongs. A quantum
is noted ¢*', to remind us that F can be seen as a function F : L — 2.
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During the presentation of the algorithm, it is frequently necessary to refer
to the set of negated literals, or quanta, of a given set of literals, or quantal'.
To simplify the notation, we introduce the notion of mirror. The mirror of a

quantum ¢f, noted EF, is defined simply as the quantum associated with the
negation of its literal: ¢ = —¢. The quantum attribute mirror can also be seen
as function: - : L — L and, from this point of view, F is the composition
Fo_:L— 2L

This notation is extended to clauses and dual clauses, such that the mirror
(dual) clause C of (dual) clause C is defined as the set of mirror literals associated
with the literals in C2.

Any dual clause in the DNF Wy is associated with a set of models, i.e., a set
of assignments to the propositional symbols in P, that satisfy it. To each dual
clause, we can associate a set of quanta: & = ( fl, AN > such that UZ L=
W, i.e., a dual clause is always associated with a set of literals Lg = (¢1, ..., dr)
that contains at least one literal that belongs to each clause in W, spanning a
path through W, and no pair of contradictory literals, i.e., if a literal belongs to
Lg, its negation is excluded. To avoid the introduction of a new name, we call
indistinctly the sets @ and Lg dual clauses.

A set @ represents a minimal dual clause, if the following condition is also
satisfied: Vi € {1,...,k}, F; & UJ 1,ji- This condition states that each literal
in Lg should represent alone at least one clause in W,, otherwise it would be
redundant and could be deleted. Given a theory, the set of all minimal @’s is
associated with the minimal representation of its DNF W,.

Ezample 1. Consider the theory, whose CNF is given by:

0: [Py, Py, = P3] 5:[~Ps, Pa, P
1I[P0,_\P2,_\P3} 62[_\P2,_\P1,P0]
QI[P(),_\P37P1] 7I[P47P0,P2}

31 [2Py, ~Ps, B3] 8: [P, Py, P
42[_|P2,_‘P3,_|P1] 92[_|P3,_|P17_|P4}

Its minimal DNF has seven dual clauses that can be represented by the

following sets of quanta, according to the definitions above:
: <ﬂD4{0,9}7 P(){1,2,6,7}, _‘P1{4,5,6,8,9}’ _‘P2{1,3,4,6}>
(~ P{4 5,6,8,9} P{l 2,67} _ p{0,1,2,4,5,9} ﬁP{1,374,6}>
i <P{7 8} P{0,1,2459} 7P2{i3,3,4,6}> PR
: <P{057} P{3 8} P{l 67} P1{4,5,6,8,9}>
(-~ P{o 9} P{3 8} P{l 2,6 7} P1{4,5,6,8,9}>
) <P4{7 8} P{s} P1{4 5,6,8,0} _‘P?;{0,1,2,4,5,9}>

<_‘P0{3}» P2{0 5, 7}7 _|P1{4,5,6,8,9}, _|P8;{0,1,2,4,5,9}>

DD T Ww NN = O

1 Although clauses, dual clauses and sets of quanta are treated as sets, we note them
using [] and () according to their class.

2 Tt should be noted that, differently from the literal case, the mirror of a clause is not
the negation of this clause.

20



where each quantum is represented in the form: ¢, with F its set of coordinates.
For legibility reasons, the clauses in the sets F' are represented by their numbers.

3 Simply a Search

The basic idea of the proposed algorithm is, given a propositional theory L
represented by a CNF W,, calculate the set of all @ that represent the dual
clauses in the minimal DNF W,. If £ is unsatisfiable then this set will be empty.

This problem can be seen as a search in a state space where each state is
represented by an incomplete set @, associated with an incomplete dual clause
in the minimal DNF Wy, and successor states are generated by adding a new
quantum to the set, i.e., a new literal in the dual clause. Each incomplete set @
has an associated gap, defined as the set of clauses to which none of its associated
literals belong: G¢ = W, — UleFi.

Any quantum, associated with literals that belong to the clauses in Gg, is, in
principle, a relevant quantum to be added to @ in order to generate a successor.

A space state search should begin in one or more initial states. A possible
choice for these initial states is to select all quanta associated with the literals
that belong to one specific clause C; € W.. The choice of this clause is a first
heuristic decision to be taken, e.g., for random theories choosing the clause that
contains the most frequent literal in W, or the one that contains the literal
whose negated form is the most frequent literal in W,, or some combination
of both, seems to be sensible options. Once an initial clause is adopted, the
problem reduces to a set of independent search problems, one for each literal in
this clause, because any path through W, must pass through exactly one literal
in clause C;.

Finally, the final states are defined as those that satisfies the condition to be
a dual clause, i.e., a path through W.: U¥_, F; = W.. To calculate the minimal
set Wy, a complete search should be done but, if the goal is only to determine
the satisfiability of £, then when the first final state is found, the search stops.

3.1 Avoiding Redundancy

To keep disjoint the searches associated with each literal in the chosen initial
clause C}, it is necessary to restrict the simultaneous presence of two literals of
C; in some Lg to dual clauses @ that originate from an initial state associated
with only one of them. This means that each state @ must remember its origins,
in the form of a list of forbidden quanta Xg.

Ezxample 2. Consider the theory of example 1, a possible best clause according
to the heuristic discussed above is: 4 : [—|P3{0’1’274’5’9}, —|P1{4’5’6’8’9}, ﬂP2{1’3’4’6}],
where the literals are already sorted according to some quality criterion. States

that originate from the best initial state (ﬁP§O’1’2’4’5’9}> can be extended to

states that contain either ﬁPl{4’5’6’8’9} or —|P2{1’3’4’6} or both, but states that

4,5,6,8,9
-Pf h

originate from the second best initial state ( cannot be extended
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P?;{o.,1,2,4,5,9} P2{1’3’4’6}>

to states that contain — and states that originate from (-

can only be extended to states that do not contain neither ﬂP§O’1’2’4’5’9} nor
P{4’5’6’8’9}
-/ 1 .

The same strategy can be used to avoid the generation of duplicated states
in general. Usually, several quanta would qualify as possible extensions to some
given dual clause. We propose to sort them according to the same quality cri-
terion used to sort the quanta in the initial clause and to use the same method
to restrict which quanta can be added to its successors. Given a dual clause @
that can be extended by a set of different quanta, Sg, already sorted according

to the adopted quality criterion, and two quanta, q’)f “ and (bfj in Sg, such that

#F is better than qﬁfj, we allow @ to be extended by adding first qﬁf “ and then

1
d)fj, or just by adding quj . This implies adding new quanta to the forbidden list
of each successor state, when it is generated.

The definition of the quality criterion used to sort the quanta is a second
heuristic decision to be taken. Just to avoid duplicated states, any fixed arbi-
trary total order among the literals in L would be enough, because all possible
combinations would be verified. But it is possible to find orders that are also
complete, but avoid the generation of some combinations, that would, themselves
or their successors, eventually be excluded by one of the pruning conditions (see
Section 3.2). The information available to support the construction of such an
order is: the gap of the dual clause, Gg, the coordinates of the quanta in Sg
and the coordinates of their associated mirror quanta. Let FiG = F; N Gg and
FlG = F; N G be the intersection of the quanta coordinates with the current
gap, and F;; = FiG NF jG, the intersection of the restricted coordinates of quanta
7 and j. A tentative set of rules that such an order would have to satisfy is:

— If | FiG — Fij |>| FJG — Fij ‘ then ¢i - ¢j else (]5] - (bl
— If | FS — Fyj |=| FS — F | then, if | Fy — Fy; [>
G -
|Fj —Fy | then ¢; > on else ¢j — ;.

The idea behind these rules is that a literal that covers alone more clauses in
the current gap should be tried first and, in the case there are two that cover the
same number of clauses, the one whose mirror literal covers the greater number
of clauses should be preferred. This seems to be a sensible choice for random
theories, but different or more elaborated conditions are surely possible.

The consequence of this redundancy avoiding mechanism is that each newly
generated dual clause can be seen as the initial state of a new independent search,
eliminating the necessity of backtracking.

3.2 Pruning the Search

Given a dual clause @, any new quantum to be included in it should satisfy the
following basic conditions:
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— The relevance condition: a new quantum qﬁg should only be included in @
if Fy N Gg # (. This condition restricts new quanta only to those that can
decrease the gap associated with .

— The non contradiction condition: if ¢ € Lg then —¢ & Lg.

— The condensed condition: Vi € {1,...,k}, F} = F; — U;?:Li#ij # . This
condition restricts new quanta only to non-redundant ones. The clauses in
the set F}* are called the exclusive coordinates associated with literal ¢; in

dual clause .

Ezxample 3. Consider the theory of example 1 and a possible incomplete dual

clause found during the search: ¢ = {—\P1{4’5’6’8’9},ﬂP2{1’374’6},—\P?;{0’1’2’4’5’9}}.

The quantum Pf’s} qualify as a candidate to extend the dual clause &, be-

cause its coordinate set F' = {7,8} intersects the gap of the dual clause, G =

{7}. But the exclusive coordinates associated with the quanta in ¢ are: & =
8} 3} 0,2}

R

and the inclusion of Pf’g} would make —P; redundant. Therefore, because of

the condensed condition, the dual clause @ can not be extended by the quantum
P

The fact that including one literal in Lg imply the impossibility of including
its negation leads to restrictions with respect to the clauses in Gg, i.e., those
clauses that are not yet covered by &. These are the gap conditions:

— If there is a clause C € Gg such that C C Lg, where Lg is the set of the
mirror quanta of Lg, then @ contradicts one of the clauses in G4 and cannot
represent a minimal dual clause.

— If there is a clause C € Gg such that | C — Lg |= 1, i.e., Ly contradicts
all literals in C' except one, then the set Ly must contain this remaining
literal, otherwise clause C' would not be represented in @. Therefore, if this
remaining literal does not qualify as a valid successor of @, according to the
preceding conditions, then @ cannot be extended to represent a minimal dual
clause.

— Analogous considerations applies to the case in which there is a clause C €
G4 such that | C' |[>| C'— Lg |> 1. In this case, at least one of the remaining
literals in C'— Lg must qualify as a successor of @, according to the preceding
conditions, otherwise @ cannot be extended to represent a minimal dual
clause.

The gap conditions can be described in a more principled way. Consider the
set: Rg = {C — Lg | C € Gy and C N Ly # 0}.

This set of restrictions represents, in the form of a logical theory in CNF,
the gap conditions of the incomplete dual clause @. If the first gap condition is
verified, then the empty clause belongs to Rg, which is, therefore, contradictory,
and @ can not be extended to represent a minimal dual clause. In the case of
the second and/or third gap conditions, Rg must be coherent with respect to
Lg and internally coherent, i.e., Rg should not contain a pair of contradictory
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unitary clauses. Some elements of Rg may also be redundant, i.e., if there are
clauses [¢] € Ry and C' € Rg, such that ¢ € C, then C is redundant. In order to
better detect dual clauses that would become eventually contradictory, because
of gap conditions, the minimal CNF of the theory Rg should be calculated for
each newly generated dual clause .

Ezample 4. Consider the search for dual clauses of the theory of example 1 at
the moment in which the quantum —|P0{3} is considered as a possible extension
of the incomplete dual clause @ = (—\P1{4’5’6’8’9}>, that has gap {0,1,2,3,7} and
list of forbidden quanta {ﬂPS{O’l’ZAb’g}}. The negation of the literals associated
with the new set of quanta — <ﬁPO{3}, ﬁP1{4’5’6’8’9}> — appear in four clauses — 1,
2, 6 and 7 —, clause 6 is not in the gap, i.e., one or more of the literals in Lg
occur in it. The remaining clauses are: 1 : [Py, 7 P2, —~P3], 2 : [Py, = Ps, P1] and
7 [P4,P0,P2].

In clause 1, =P, imply that the dual clause must include =P, or —P3. In
clause 2, =F) and —P; imply that the dual clause must include —Ps. In clause 7,
- Py implies that the dual clause must include P> or P;. The simplified clauses
are: 1: [0 Py, 0 Ps], 2: [~P3] and 7 : [Py, Py).

The new clause 1 is subsumed by the new clause 2. Therefore, the theory Rg
is given by Ry = ([~P{"" 2459 (P78} pfoaT)).

The fact that —P3 is in the forbidden list indicates that dual clause @ can
not be extended with =P, because of the gap conditions.

A third heuristic decision concerns the order in which these conditions should
be tested. The order they are presented already proposes a possible priority, but
the best order is clearly theory dependent. In the case of an implementation, the
computational cost associated with testing each condition should also be taken
into account.

3.3 Failure Propagation

The pruning conditions above are local conditions, in the sense that they depend
only on information associated with one dual clause . Quanta not satisfying the
first two basic conditions can be easily avoided®, but the third basic condition
and the gap conditions are more complex. Failure that results from the condensed
condition is a consequence of the specific composition of the set of quanta in the
dual clause plus the new quantum and, according to section 3.1, this specific
combination occurs only once.

This is not the case of the failures that result from the gap conditions. In
this case, only a limited number of quanta (typically one or two) are responsible
for the failure, and whenever this combination occurs it will cause a failure. In
particular, all dual clauses that are generated from the same dual clause as the

3 The non contradiction condition test can also be implemented using the list of for-
bidden quanta, Xe, it is only necessary to add to this list the mirror of each quantum
included in the dual clause.
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one in which the failure was detected share this fatal combination. It is possible
to suitably update the forbidden list of this original dual clause to avoid testing
these future failures in its successors.

A further way of propagating failure is the following: given a dual clause @
and its set of possible extensions Sg, a set of new dual clauses is generated by
including some of the quanta in Sg into @, call this set of used quanta SJ. If the
quanta in Sg — S were refused as successors of @, they will also be refused as
successors of all its successors, therefore we can add them to the forbidden list
of all successors of dual clauses of ®.

3.4 The Algorithm

In the beginning of this section, the problem was defined as a search in a state
space. This search is solved using a standard A* algorithm. To access the problem
the search algorithm needs three interface functions: the initial state, the final
state and the state successors. The initial state is defined as the best clause
C; in the theory L, i.e., the clause whose literals coordinates cover the greatest
number of clauses in W.. To start the search, the literals in the best clause are
sorted, i.e., the literals that represent more clauses in W, are used first. A state
@ is final if Gg = (), i.e., the coordinates of the associated literals cover the set
W.. The successor states are generated by the following algorithm:

Successors(P)

0. Initialize the successor list: 2 « 0.

1. Determine the set of possible extensions:
O —{¢f|peCandC € Gy} — Xs.

2. Sort © according to the quality criterion > (see Section 3.1).

3. Verify the satisfiability of the clauses in the set of restrictions:
if AC € Rg,© N C = ) then return (.

4. Main loop: V¢ € © do, let 7 — & U {4}

if Vqﬁff' € F ¢ F exclusive coordinates are compatible.

and ) € Rg+ new restrictions are not contradictory.

andVC € Rg+,C ¢ Xo new restrictions are compatible with the forbidden list.
then 2 «— QU {dT} create a new state.

5. return §2.

Fig. 1. Successor Function

One important feature does not appear explicitly in the algorithm of figure
1: How the forbidden list to be associated with a new state — X4+ — is gener-
ated. The process is presented in Section 3.3. The algorithm is trivially correct
and complete, because it is an implementation of the dual transformation with
minimization, which is correct and complete by definition.
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4 Failure Communication

Further improvement can be obtained if, besides propagating failure to succes-
sors, states “communicate” failure to all other active states in the search to which
this specific failure is relevant. To accomplish this, a communication channel is
necessary. We propose to add a new attribute to the quantum that contains,
at each moment, the set of incomplete dual clauses to which the quantum be-
longs. Using this information the active dual clauses in the search that share the
relevant quanta with the current dual clause can be identified.

Given a quantum ¢f¢, we define the attribute F g as the set of incomplete
dual clauses, not still processed by the search algorithm, to which the quantum
belongs. When the search is completed, only minimal dual clauses remain and
the attribute F g becomes the dual coordinates of the quantum, i.e., the set of
all dual clauses to which the quantum belongs.

We are yet studying the heuristic potential of the use of the attribute Fg,
but, initially, we propose to use this information in two cases: when a failure
occurs because of the gap conditions and when a new minimal dual clause is
generated.

When a gap condition failure occurs in dual clause @, all the incomplete dual
clauses associated with its quanta are selected. Those dual clauses that share
the restriction associated with the gap condition, receive a communication that,
if the quanta that fire this specific gap condition appear as candidates to extend
the dual clause, a failure should occur. More formally, let C' € W, be the clause
that fired the gap condition, this means that C' — Lg is not allowed in @. The
dual clauses selected to receive the communication are those that share this
restriction. The contents of the communication is the set of literals C' N Lg and
its effect is that, whenever the last of these literals is considered to extend the
dual clause, the search branch fails.

When a new minimal dual clause is generated, it may be the case that it
has neighbors, i.e., other minimal dual clauses that differ from the one found by
only one quanta. The exclusive coordinates of the quanta in the dual clause can
be used to search for these neighbor solutions. The idea is, given one quantum
in the minimal dual clause, to find another quantum that does not belong to
the dual clause, is compatible with it and whose coordinates cover the exclusive
coordinates of the given quantum.

Once the set of new solutions is constructed, all incomplete dual clauses that
share quanta with them receive a communication that these specific combination
of quanta was already found and that any search should stop before reproducing
it.

5 Results

In order to test the relevance of the ideas discussed above, an experimental
system was developed in the programming language Common Lisp [28]. This
system includes a function that implements the proposed algorithm as defined
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in Section 3, without the failure communication mechanism (see Section 4). The
algorithm was implemented with no optimization concerns, using Lisp structures
and plain lists as data structures.

To give an idea of the absolute performance of the algorithm, we used the
set of benchmark theories available at:
http://www.intellektik.informatik.tu-darmstadt.de/SATLIB/,
with 20, 50, 75 and 100 propositional symbols and 91, 218, 325 and 430 clauses,
respectively.

The algorithm was tested both as decision procedure, i.e., halting at the first
dual clause found, and as a generator of complete dual clause sets. Some of the
obtained results are shown in tables 1, 2, 3 and 4, where Time first corresponds
to the time until the first minimal dual clause is found, Time all the time needed
to calculate the complete set of minimal dual clauses, Calls first and Calls all are
the number of internal recursive calls for both the first and all clauses solutions
and | Wy | is the size of the minimal dual clause set. Each unit of time in these
tables corresponds to 0.01 seconds. It is interesting to note that roughly theories
with smaller dual clause sets are more difficult than theories with bigger ones,
in the sense of it takes more time to find the first dual clause.

Problem |Time first|Calls first|Time all|Calls all|| Wy |
uf20-0110 9 327 31 1730 21
uf20-0111 8 301 19 819 5
uf20-0112 9 250 9 383 3
uf20-0113 7 260 8 330 1
uf20-0114 8 249 17 833 6
uf20-0115 8 229 16 693 4
uf20-0116 7 243 14 569 2
uf20-0117 7 218 7 255 1
uf20-0118 9 315 19 1342 14
uf20-0119 9 360 10 433 2

Table 1. Benchmark uf20-91

We also tested the program with some unsatisfiable theories of the benchmark
uufb0-218. The results are shown in table 5.

The obtained results, although the limited range of parameters and low sta-
tistical significance, seems to indicate that the approach is promising. All the
results were obtained with a compiled version of the system in the CMU Com-
mon Lisp [17] running on a Celeron 500MHz, 256Mb. The sources of the system
as well as the data files will be made available on the Internet when appropriate.

6 Knowledge Representation

We intend to use propositional logic theories to represent world knowledge of
autonomous robots. Autonomous systems should present some characteristics,
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Problem |Time first|Calls first|Time all|Calls all|| Wy |
uf50-0110 231 1547 1433 17928 27
uf50-0111 218 1759 310 3889 1
uf50-0112 215 1521 338 5576 4
uf50-0113 234 1518 549 6503 9
uf50-0114 477 5307 5372| 80159 244
uf50-0115 361 3503 1935 25558 40
uf50-0116 232 2248 747 8891 15
uf50-0117 213 1656 3560 55777| 191
uf50-0118 254 2165 377 4778 7
uf50-0119 242 1732 1345| 17953 24

Table 2. Benchmark uf50-218

Problem|Time first|Calls first| Time all|Calls all|| Wy |
uf75-010 1153 4141| 122304| 890578| 1025
uf75-011 2377 10870 5940 39255 9
uf75-012 2111 16525 3029 28794 2
uf75-013 1915 8693 18028| 113412 132
uf75-014 1154 6164| 10131| 96129 157
uf75-015 1673 12596 6301 49012 16
uf75-016 1648 7703 2596 20731 6
uf75-017 1032 3555 36273| 256330 177
uf75-018 2154 12685 26104| 258697 925
uf75-019 1712 10406 1714 10707 2

Table 3. Benchmark uf75-325

such as adaptation and self-organization, that allow them to deal with unex-
pected situations and to handle complex tasks, without human interference [7,
23]. To acquire and process information is one of the most important activities
to support these characteristics. In recent works in the mobile robotics domain,
it is possible to perceive a tendency towards hybrid approaches [1] that joins the
best features of the planning [16] and sensor-based approaches [3]. The hybrid
approach supplies an “intelligent” behavior to the robot, with human like ca-
pabilities, such as learning and adaptation. In this sense, Artificial Intelligence
techniques have been used in mobile robotics to provide robots with intelligent
behavior, mainly in navigation and map building problems [19, 29, 32]. There are
also some applications in sensor fusion and control [30, 15].

We intend to use propositional logic to represent the world knowledge nec-
essary to implement intelligent behavior in mobile robots [34, 33] in such a way
that they can be considered cognitive autonomous agents. These cognitive agents
should be able to learn characteristics of the world, to generalize their knowl-
edge and to draw inferences upon this knowledge in order to accomplish complex
tasks.
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Problem |Time first|Calls first|Time all|Calls all|| Wy |

uf100-0110 9866 48883 29554| 153574 18
uf100-0111 2700 5903| 43735| 223867 140
uf100-0112 3388 10667| 28655| 125415 46

uf100-0113 13149 100660, 15131| 118886 3
uf100-0114 3948 14042 8782| 56146 2
uf100-0115 3401 6458 46507| 279033| 424
uf100-0116 4132 8909| 35260| 165054 66
uf100-0117 9694 48348 29048| 181519 47
uf100-0118 2788 5760 79995| 403377 433
uf100-0119 3923 12283| 244049|1484480| 1835
Table 4. Benchmark uf100-430

Problem |Time|Calls
uuf50-0110| 139|2342
uuf50-0111| 1904270
uufb0-0112( 109|2176
uuf50-0113| 86|1393
uuf50-0114| 1052365
uufb0-0115( 112|1947
uuf50-0116| 129|2872
uuf50-0117| 69| 1359
uuf50-0118| 1413006
uuf50-0119| 203| 3431
Table 5. Benchmark uuf50-218

The adopted model is derived from the generic model for a cognitive agent
presented in [2]. This model is based on three hypothesis: (i) Cognition is an
emergent property of a cyclic dynamic self-organizing process [20, 31] based on
the interaction of a large number of functionally independent units of a few
types [4]. (ii) Any model of the cognitive activity should be epistemologically [18]
compatible with the Theory of Evolution. That applies not only to the “hard-
ware” components of this activity but also to its “psychological” aspects [35].
(iii) Learning and cognitive activities are closely related and, therefore, the cogni-
tive modeling process should strongly depend on the cognitive agent’s particular
history [24].

The agents based on this model have three levels: reactive, instinctive and
cognitive. The cognitive level could be defined as a set of non-contradictory
propositional theories that represent the agent’s knowledge about the world. The
states of the world, relevant to a given theory, are defined as the possible truth
assignments to a set of primitive propositional symbols that occur in this theory.
We suppose that the world drifts along the possible states (i.e., assignments),
but changing only one primitive propositional symbol assignment at each mo-
ment. The primitive propositional symbols can be controllable or uncontrollable.
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Roughly, uncontrollable symbols correspond to perceptions, controllable ones to
actions.

The agent is embodied in a mobile robot that wanders around the world and
perceives the primitive propositional symbols, through the reactive and instinc-
tive levels. It is important to note that the agent should recognize the situations
and abstract similar information, grouping them into concepts, represented by
propositional theories. Each concept is associated with a set of dual clauses that
are satisfied in the corresponding situations. Using the proposed algorithm we
can obtain the CNF associated with this set of dual clauses. This CNF is a
rule-based representation of the concept and can be used to control the agent
behavior.

Each theory can itself be interpreted as an abstract propositional symbol,
that may occur in other theories. The idea is that each theory represents some
concept, just to have a single word to mean either an object or a situation in
the world. From the agent point of view, these concepts are characterized by
some patterns of truth assignments, represented by its propositional theories.
Therefore, the agent could act in the world through the primitive propositional
symbols that it can control and update its internal states when the uncontrollable
primitive symbols propositional change.

The fact that each theory is represented by both, CNF and DNF, provides
the agent with a “holographic” representation of the world, where possible future
situations and relevant behavior rules are available simultaneously. The goal is
to demonstrate that this syntactical representation, it is suitable to implement
the necessary cognitive capabilities of a simple autonomous agent.

7 Conclusion

The paper has presented an algorithm to calculate the minimal dual form of
a theory and some preliminary results on its application to the random 3SAT
problem. The following characteristics of the proposed algorithm make it differ-
ent from most of the algorithms in the Davis-Putnam [6] thread: (i) The use of
an explicit representation of the relations between CNF and DNF. (ii) The use of
a syntactic property of the input theory, its set of minimal dual clauses, to guide
the search, instead of the possible semantic assignments. (iii) The use of a redun-
dancy avoiding mechanism that eliminates the need of backtracking. (iv) The
propagation of failure information from one search point to others search points,
in order to avoid useless search effort. Although some results were presented, the
main goal of the paper was to present what we believe to be a different approach
to the satisfiability problem and to motivate its application in the autonomous
agent knowledge representation task.

On going work includes the failure communication implementation and the
computational complexity analysis of the algorithm and a new implementation
in the C++ programming language, to allow experiments with larger theories
and comparisons with other systems. In the future, we also intend to develop a
concurrent implementation of the algorithm to explore the fact that each new
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generated state of the search can be considered a new initial state of an inde-
pendent search.

Future work also includes the extension of the algorithm to the first-order
logic case and more investigation on the properties of the relation between the
two minimal dual forms of a theory. Although the algorithm was defined to cal-
culate the set of minimal dual clauses of a theory, it is absolutely symmetric and
it is possible to obtain the minimal CNF, and its associated quanta, just exe-
cuting the search in the other direction, beginning with the already calculated
DNF. We believe that the explicit representation of these “holographic” rela-
tions, through the coordinates and exclusive coordinates of the quanta in both
normal forms, has a high heuristic potential, specially in the first-order case.
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Abstract. This work is a derivative of studies about the duration calculus , aim-
ing at deciding whether it is sound to use it as an extension logic for a formal
method (namely, the “B method”). Indeed, we wanted to know the feasability
and the usability, of such a modal logic implemented in a proof assistant. In this
paper, two complementary implementations are described, as well as problems
inherited from both sides : the proof system for itself, and the tweaking of the
proof assistant.

1 Introduction

We will present the reasons that drove us to the writing of Coq libraries for DC (duration
calculus), and to that end we’ll do a quick presentation of the B method.

The B method, a formal method, allows the development of safe software, from
abstract, mathematical specifications, to computer code that is proved correct with re-
gard to those specifications. The steps going from specifications to code are called re-
finements. The abstract specifications and the refinements have to be proved correct,
through the proof of so-called proof obligations, that are formulas expressed with pred-
icate calculus and set theory, generated from the specifications and the refinements.

While this method has convinced the industrial world, it still has limits, e.g. when
dealing with problems having temporal constraints. Some examples of application of
the B method to time-constrained problems exist (see for example [1, 2]), but the com-
plexity of the generated proof obligations can easily become confusing for both the
automatic theorem prover and the operator who must read the formulas having failed
with this prover.

Methods involving the extension of the B method also exist ([3]), and we have
chosen to study the extension of the logic used by B to Duration Calculus. To do so, we
needed a proof tool able to handle both normal B logical formulas, and DC formulas.
Coq having several set theory libraries at disposal, we chose it to build a library for DC.

In the section 2 we’ll present the duration calculus, then in section 3 the Coq proof
assistant. In section 4 we will highlight interesting points about the implementation of
DC with Coq, and we’ll conclude in sections 5 and 6.

* Institut National de REcherche sur les Transports et leur Sécurité
** Laboratoire d’ Automatique, de Mécanique, et d’Informatique industrielles et Humaines
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2 Duration Calculus

This section won’t present an in-depth description of the Duration Calculus, we will
rather focus on peculiar properties, which will be of interest in the other sections.

2.1 History

The Duration Calculus was first presented in [4], as a temporal logic based on IL (Inter-
val Logic) [5]. Ever since, numerous extensions were proposed for DC ([6, 7]), allowing
to express more and more complex properties of real-time systems. An in-depth survey
of DC and its properties can be found in [8].

2.2 Syntax

Let X; be a propositional temporal letter (interpreted as a boolean function over time
intervals), P; a state variable (interpreted as a boolean-valued function over time), x,y, ...
global variables (interpreted as real numbers), f; functions and R; relation symbols.
Usually the functions are the standard arithmetic ones (+, *) and the relations also are
the usual ones (=, <). The syntax of DC formulas is (functions and relations might be
noted with prefix or infix notation, as syntax is not our main concern) :

formula ::= Atom | = formula | formula V formula | formula™ formula | Ix.formula
Atom ::= true | X | R(term,..., term)
term ::= x| £ | [state | f(term,. .., term)
state ::= 01 1| P | state V state | — state

The additions of IL to predicate calculus are the special variable ¢ and the chop
connector ~. This connector chops a formula into two formulas representing the valid
predicates on the first part of the time interval and the second part, respectively. The ¢
variable represents the length of the current time interval, i.e. the value of ¢ is influenced
by the chop connector.

The additions of DC to IL are represented by the duration operator [and the state
expressions. These have the expressive power of propositional logic, and the duration
operator allows to express properties on these states and on logical relations between
them.

2.3 Semantics

The most direct way to interpret DC formulas is to do so over time intervals. Let the
following interpretations functions and definitions domains be:

Time, usually represented by the real numbers R
Timelnterval = {(b,e)|b,e € Time Ab < ¢}

Val = term — Timelnterval — R

ValState = state — Time — {0,1}

T : ValState
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- V:Val
— I :formula — ((Val x ValState) x Timelnterval) — {true, false}

For readability reasons, in the description of I, 9 and ‘T are implied. The same remark
applies for the description of 7 and 7.

1(X)([b,e]) = X;([b,e])

I(R(81,...,6,))([b,e]) = R(c1,...,c,) where ¢; = V(6;)([b,e])
1(=0)([b,e]) = —1(0)([b,¢])

1(¢1V¢2)([b,e]) = 1(01)([b.e]) V I(¢2)([b,e])

1(Fx.9)([b,e]) = 1(947)([b,€]) where V(y) = V'(y) for y #
(17 92)([Dse]) = [Hbm-](f(%)([bam]) AN I(92)([m,e])) for m €
I(true)((b,e]) — true

V(x)([b.e]) =x

V() ([be]) =e—b

V(f(01,...,0,))([b,e]) = f(c1,...,cn) where ¢c; = V(0;)([b, e])
V(fS)([b.e]) = FoT(S)(1)ds

T(0)(r) =0

T(1)(r) =1 .

T(SVT)(r) = {?i,fﬂ?;gv)l(s? =0and T(S)(t)=0

TES)1) = 1-T(8)(0)

T(P)) = Pr(r)

A proviso is added for the state variables, which are interpreted as functions over
time : for the functions to be integrable, they need to be finitely variable over the con-
sidered time interval. For example, the function :

0 if ¢ is irrational
1 otherwise

Pr)={

2.4 Examples
Some examples are inspired from [8]:

1. Let the state variables Gas and Flame be the expressions of the event “gas is pro-
duced” and “flame exists”, respectively. Then this DC formula states that during
the non-zero time interval, each time gas is produced, the flame must be present :

J(Gas = Flame) =4 £ >0
2. The formula ¢ = 107 ¢ = 5 states that in the first part of the time interval is 10 time

units long, and the second part 5 time units long.
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3. true™ (¢ true) states that the ¢ formula is valid in some sub-interval. This special
construction is also noted <@, and is comparable with the < one can find in other
temporal logics.

4. Similarly, the formula =< (—¢) is noted O, and is interpreted as : “for any time
sub-interval, the ¢ formula is valid”.

Now an example of the semantics of DC, over a given time interval [b, e], with e > b:

Example 1. Let’s suppose that Gas is a state whose value is 1 all over the interval, and
Flame a state whose value is 0 in the first half of the [e,b] time interval, 1 in the second.
Intuitively, it means that the gas is leaking, before it is set on fire :

I((Gas = Flame) = ¢ A€ > 0)([b,e])

1((Gas = Flame) = 0)([b,e]) A 1(¢ > 0)([b¢])
V(fiGas = Flame))([b,e]) = V(€)([b,e]) A V(0)([b,¢]) > V(0) [be])
[5T((Gas = Flame)(t)dt)([b,e]) =e—bNe—b>0
5T ((—GasV Flame)(t)dt)([b,e]) = e — b Atrue
“b—e—b

2

Because —Gas and Flame are both O in the first half of the interval. The obtained
formula is false, as e > b. So the given states Gas and Flame don’t fulfil the require-
ment.

2.5 Proof system

We will only underline in this section some hard points of the proof system of [8],
on which we have based the implementation described in section 4. Now for some
definitions beforehand:

Definition 2. A DC formula is called rigid if it doesn’t contain any state variable,
propositional letter or £ symbol. It is otherwise called flexible

Definition 3. A DC formula is called chop free if the — doesn’t occur in the formula

Definition 4. The term 6 is free for x in ¢ if x doesn’t occur freely in ¢ within the scope
of the quantified variable y, y occurring in 6

This last definition is used later in a side-condition to address the problem of vari-
able instanciation.

The axioms of the proof system are distributed between the ones coming from IL,
and the ones coming from DC. For example:

Example 5. Some IL axioms:

>0 The length of a time interval can’t be nega-
tive

0"y = ¢if ¢ isrigid If a rigid formula is valid on a part of an in-
terval, it is also valid on the whole interval,
as it is not influenced by temporal variables
or symbols
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Example 6. Some DC axioms:

J1=1¢ The “always true” state lasts the whole time
interval

JS1 = [S2 if S| < S»|Equivalent states have the same duration
holds in propositional
logic

Some inference rules are added, and the ones inherited from predicate calculus are
modified.
Two noticeable things about the proof system is that:

—_

Side-conditions might require non-trivial analysis of the involved formulas

2. Inference rules doesn’t hold hypotheses, as in sequent calculus, for example. Thus
some of them won’t be valid if coded “as is” in a prover (these problems have
already been solved in [9], see section 4 for more information).

For example:

Example 7. Some DC inference rules (inherited from IL inference rules):

Vx.¢(x) either 0 is rigid

or ¢(x) is chop free

o if 0 is free for x in ¢(x) and {
0=
@)= (v @)

3 The Coq proof assistant

3.1 Presentation

Paraphrasing the Coq reference manual (see [10]), “Coq is a proof assistant for higher-
order logic, allowing the development of computer programs consistent with their for-
mal specification”.

Coq’s logical language is based on the Calculus of Inductive Constructions, a va-
riety of type theory, which allows manipulations of higher order terms in a consistent
framework, ensured by type-checking of formulas. Still citing the Coq reference man-
ual, “It is possible to understand the Calculus of Inductive Constructions at a higher
level, as a mixture of predicate calculus, inductive predicate definitions presented as
typed PROLOG, and recursive function definitions close to the language ML”.

One of the noticeable properties of Coq (even if not useful for the comprehension
of next section) is its ability to extract programs from proofs, endorsing hereby the
Curry-Howard isomorphism.

3.2 Description

Coq may be used interactively, in a console toplevel or in an editor with a dedicated
mode (e.g. ProofGeneral for Emacs), or with the Coq compiler (producing a compiled
file containing the proved theorems and the corresponding lambda-terms, to speed up
the development of complex proofs requiring lots of lemmas).
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Syntax As Coq is first meant to be used interactively, it provides a natural feeling for
building proofs. The allowed terms of Coq can be subdivided into three categories:

1. The vernacular terms : these are the commands that allow one to add definitions,
telling Coq we want to prove a theorem, or changing Coq’s behaviour.

Example 8. Some vernacular commands :
— Theorem ModusPonens: (A,B:Prop) (A /\ (A -> B)) -> B. tells Coq we
want to prove the formula VA, B(AA (A = B) = B).
— Definition excluded_middle := (A:Prop) A \/ ~A. allows to asso-
ciate the excluded middle formula to a variable named excluded_middle.
— Quit. allows to quit Coq’s toplevel

2. The tactics : these are the commands used during the proof of a theorem, to specify
what kind of rule we want to use, e.g. introduction rules, elimination rules, ap-
ply a theorem,etc. There are also higher level tactics used to describe complex but
repetitive proof commands.

Example 9. Some tactics commands :
— Intros x P. tells Coq to apply introduction rules to the current goal, and
naming the obtained hypotheses x and P.
— Repeat Left. allows to choose in a goal the leftmost innermost term. For
example it would produce the goal P; if applied to the goal ((...(P; V P3)... V
Pi_1)VP,).

3. The grammar redefinition language : it allows the user to define its own grammar
for new terms or definitions he introduced, and even for complex tactics. There are
example of it in section 4

3.3 Examples
Let’s show a proof example with Coq :

Example 10. This example is a possible proof for the formula (A, B,C being proposi-
tions) : VA,B,C(AAB)V (AANC) = A

Theorem easyproof: (A,B,C:Prop) (A /\ B) \/ (A /\ C) —> A.
Intros.
Elim H.
Intros.
Elim HO.
Intros.
Assumption.
Intros.
Elim HO.
Intros.
Assumption.
Qed.
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The proofs are done the top-down way. This corresponds to the following proof tree
(where inference steps are annotated with the tactics commands) :

Assumption. Assumption.
H,Hy,H,:A,H, :BFA H,Hy,H,:A,H, :CFA
Intros. Intros.
H HyFA=B=A HHyFA=C=A
Elim HO. Elim HO.
H,Hy:ANBFA H,Hy:ANCEA
—  Intros. —— Intros.
HFAANB=A HFEFANC=A
Elim H.

H:(AANB)V(AANC) A
FAAB)V(ANC)=A

Intros

(x:sort), /\, |These are the symbols for universal quantification (for a vari-
->, ~ able x of sort sort), conjunction, disjunction, implication,

negation respectively. More generally connectors of the usual
logic are represented by visually similar ASCII symbol.
Intros Put the premisses of the goal in the hypotheses

Elim H Apply an elimination rule for the given formula H

Assumption Attempts to solve the current goal by telling Coq the goal is

also present in the current hypotheses

Qed Ends the proof and saves the generated proof term.

An additional reason that made us choose Coq, was the disponibility of a library of
definitions and theorems for real numbers, as DC can be used as well in the domain of
integers as in the domain of real numbers.

4 Two paths towards an implementation of DC with Coq

The proof system of DC presented in [8] isn’t a sequent-style system, and the ¢ variable
is context-dependent w.r.t. the — connector. Thus the inference rules and axioms of
this proof system might raise incompatibilities with the ones already present in Coq
(see section 4.2). That’s why we have defined two approaches so as to implement DC’s
proof system in Coq.

Despite those different approaches, in each case grammar redefinitions had been
done, in order to ease the proof process. For example, the diamond meaning “for some
sub-interval” (see 2.4) has been given the ASCII symbol <>.

Side-conditions involving the analysis of the formula, also had been coded with
inductive definitions or functions.

We will focus in the following, on the IL part of the DC implementations, as DC-
specific axioms and inference rules didn’t bring much problems.

Also notice that problems we’ll speak about have been solved in [9], but Is-
abelle/HOL being a meta-logic, it’s thus easier to build a full logic in it than coping
peculiarities of already existent logic one can base the implementation on. In this point
of view, the shallow-embedded Coq implementation of DC in section 4.1 is comparable
to the Isabelle/HOL one.
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4.1 Shallow-embedded implementation

In this implementation, we simply added the missing connectors of DC with their cor-
rect type, and defined the properties of these connectors through axioms and inference
rules, as described in [8].

The development libraries have been divided by logical system and by functionality
: there are an IL axioms library, an IL syntax definition and an IL theorems library, and
based on that, a DC axioms library, a DC syntax definition library and a DC theorems
library. Hence we can say that the shallow-embedded implementation is modular, as
one can develop a DC extension (e.g. [11]) without having to know the internals of the
DC library.

Example 11. Here are the definitions of the connectors, along with grammar and syntax
redefinitions. R is the type of real numbers, Prop the type of propositions, and the quotes
around the definition of point helps Coq’s parser knowing that it requires the axioms
and definitions of the real numbers library.

Parameter 1:R.

Parameter chop:Prop->Prop->Prop.

Definition point:=''1 == RO‘‘.

Definition sometime:=[P:Prop] (chop True (chop P True)).
Definition always:=[P:Prop]~(sometime ~P).

Grammar constr constrb:=
chop [constr5($cl) """ constr5($c2)] -> [ (chop $cl $c2) 1.

Syntax constr level 5 :
chop [ $tl1 " $t2 ] —> [ [<v 0> Stl:L """ $t2:L ] ].

Grammar constr constr2:=

timepoint ["[[]]"] -> [ point ]
| sometime ["<>" constr2(Sc)] -> [ (sometime S$Sc) |
lalways ["[]" constr2($c)] -> [ (always Sc) .

Syntax constr level 2 :

timepoint [ point ] -> [ [<v 0> "[[]]1"] ]
| sometime [ (sometime $t) ] —> [ [<h 0> "<>" S$t:L] ]
lalways [ (always $t) ] -> [ [<h 0> "[]" S$t:L] 1.

With these syntax redefinitions, we can write axioms two ways, for example:
Axiom chop_assoc: (p,q,r:Prop) (chop (chop p q) r) <-> (chop p (chop q r)).
which is equivalent to:

AN AN

Axiom chop_assoc: (p,q,r:Prop) ((p q) r) <=> (p ™ (g " 1n)).
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As Coq inference rules are hard-coded in its core, the inference rules for DC are
defined through axioms.

Example 12. For example, the necessitation rule of DC. After having defined the ax-
ioms, we also define tactics so the user has the impression to use an inference rule
instead of a simple axiom.

Axiom necessitation_left: (p,q:Prop)p -> ~(~p " Q).
Axiom necessitation_right: (p,q:Prop)p -> ~(q ** ~p).

Tactic Definition NecessitationLeft:=Apply necessitation_left.
Tactic Definition NecessitationRight:=Apply necessitation_right.

The specific side-conditions of DC are coded by inductive definitions:

Example 13. The rigidity side-conditions is (not all the induction cases are repre-
sented):

Inductive rigid:Prop->Prop:=

| rig_true : (rigid True)
rig_false : (rigid False)
rig_chop : (p,q:Prop) (rigid p)/\(rigid q) -> (rigid (chop p q))
rig_imp : (p,q:Prop) (rigid p)/\(rigid q) -> (rigid (p -> q))
rig_and : (p,q:Prop) (rigid p)/\(rigid q) -> (rigid (p /\ q))

The cases when a formula is not rigid do not belong to the inductive definition, so
as when trying to prove the rigidity of a formula, the inference system will be blocked.
Then axioms involving rigidity are written e.g. as follows:

Axiom rigid_chop_left: (p,q:Prop) (rigid p)->(p " q)->p.

Then the theorems are proved the normal way in Coq.

Example 14. The Coq proof of O(A = B) = (JA = UB)

Theorem always_distr_implies: (A,B:Prop) [] (A->B) -> ([]A -> []B).
Unfold always; Unfold sometime.
Intros A B alw_A B alw_A.
Unfold not; Intros som_nB.
Apply alw_A_ B.

Monotony; Intros nB_ True.
Monotony; Intros nB.

Unfold not; Intros A_B.

Apply alw_A.

Monotony; Intros nB_ True2.
Monotony; Intros nB2.

Tauto.

Qed.
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Note that the proviso of term freedom for variables (“The term 0 is free for x in ¢”
in the section 2.5) wasn’t necessary to define, as this proviso actually prevents abusive
scoping of newly introduced variables. Indeed Coq is aware of variables bindings at any
level.

Unfortunately, problems that can be easily solved in [9] can’t have an easy solution
here : as we don’t define the whole logical system “from scratch”, we are forced to deal
with the already present logical connectors and inference rules.

Let’s take for example the problem of equality, described in [9, p.21]. Usually one
term can be replaced by another if they are equal. But this is not true for Duration
calculus, for example:

Example 15.

0=30=3=({=2"¢=1F3=3=3=2"3=1

This problem is addressed by constraining the equality with an “always” operator,
but this can’t be done for the shallow-embedded DC in Coq : the equality is already de-
fined (this is Leibniz’s one), and redefining it would be contrary to a shallow-embedding
approach.

Other similar problems involve the ~ operator and ¢ (and, by extension, the duration
operator, as one of the axioms states that [1 = ¢).

One way to solve such a problem, is to exploit the ability of Coq to allow one to
define “plugins” so to redefine tactics and inference rules through the language Coq is
written in, but this solution is a difficult one, and makes us lose the advantages deep-
embedding could offer us (i.e. using already present logical connectors and inference
rules without worrying).

4.2 Deep-embedded

In this implementation, all operators involved in the logic (even the ones coming
from predicate calculus) are redefined. One could compare this approach to the Is-
abelle/HOL’s one [9], as we here use Coq mostly as an inference engine. The main
advantage of this approach is the absence of conflict between the implemented proof
system and the proof system of the tool itself.

Example 16. Definition of a formula:

Inductive Formula:Type :=
| FTrue : Formula
| FLetter : Name -> Formula
| FNot : Formula -> Formula
| FOr : Formula -> Formula -> Formula
| FExists : (DCTerm —-> Formula) -> Formula
| FChop : Formula -> Formula -> Formula
| F1t : DCTerm —-> DCTerm -> Formula
| Feq : DCTerm -> DCTerm -> Formula
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Then the validity of a formula, is stated by proving : plvalidformula. plvalid is
an interpretation function defined by axioms. One could write an interpretation function
using the original semantic of DC, i.e. interval numbers.

Then with the help of syntax redefinition allowed by Coq, one can write the formu-
las two ways:

Example 17. 1. Axiom pos_interval:$''1>=0"'%.
2. Axiom pos_interval: (plvalid (Fge length (RVal RO0))).

The special functions needed for the checking of some side-conditions are also
coded inductively, but with functions this time:

Example 18. In this example, due to the nature of the existencial quantification, we do
an instanciation so we can analyse further the formula.

Fixpoint chop_free [f:Formula]:Prop:=
Cases f of

FTrue => True

(FLetter _) => True

(FNot g) => (chop_free q)

(FOr g h) => (chop_free g) /\ (chop_free h)
(FExists z) => (chop_free (z (RvVal RO)))
(FChop _ _) => False

(F1t u v) => True

(Feq u v) => True

d.

en

Then, when a proof requires to state the rigidity of a formula, one simply has to
make a simplification to find out if the formula is rigid or not (True of False after the
simplification, respectively).

So, even if the deep embedded approach is still at early stages, we already have
positive results for this implementation:

1. The inductive definitions of formulas gives us an easier definition of side-conditions

2. The grammar and syntax redefinitions help us to have a readable system

3. The ability to interpret formulas over miscellaneous paradigms gives us the possi-
bility to prove all the modifications of the proof system we could make for e.g. the
deep-embedded implementation

But there are also drawbacks:

1. The system is not easy to extend : there are many flavours of DC out there (e.g.
[6,7,11]), and having a static definition for the shape of formulas makes a slight
modification having repercussions all over the system, grammar redefinitions and
side-condition functions.

Contrary to the shallow-embedded implementation, extending DC here requires
adding the new connectors in the inductive definition above, adding axioms and
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modifying interpretation functions possibly all over the library, making this deep-
embedded implementation a much less modular one than the shallow-embedded
one.

Note that this remark would also be true for any implementation “from scratch”
(see [9)).

2. Having to define all axioms and inference rules for well-known logical operators
from the beginning can be a source of bugs. Indeed, in a shallow-embedded im-
plementation, we can make the decision to trust the definition of already present
connectors. Moreover building such an implementation is time-consuming.

5 Perspectives

What made us stop our work, besides other developments, in each one of the imple-
mentation is:

— The conflicts caused by the temporal logical connector ~— and the special variable £
with the inference rules of the proof system, for the shallow-embedded implemen-
tation

— The time-consuming task of defining the whole proof system from the beginning,
for the deep-embedded implementation

In [9], the former is solved by the modification of the axioms and rules causing those
conflicts : the equality is redefined, the DC-specific inference rules are modified to take
in account that the inference system is a sequent-style one. Moreover, those modifica-
tions are not proved with pen and paper, but are proved with an earlier implementation
of DC with PVS [12]. In short, modifications for the implementation of a proof system
in a proof tool are proved with another proof tool.

This is where the deep-embedded implementation can help us : we can use it to
prove modifications of the proof system that would solve the problems of the shallow-
embedded implementation.

An interesting track to solve those problems, is to consider £ no more as a variable
(because of its peculiar properties), but rather as predicates over values of the chosen
numeric domain (real numbers usually) with the adequate axioms.

Example 19. E.g., with interval_le stating that the current time interval is lower than or
equal to some value, we define the axioms relating this predicate with “normal” order
relations:

interval_le(x) Ax <y =-interval_le(y)

6 Conclusion

As explained in section 1, this work is an effort to have a proof tool for both normal
logic and DC at disposal.

We built two implementations, a shallow-embedded and a deep-embedded one, hav-
ing in mind different uses for them : the former would be used as a proof tool allowing
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one to reason on formulas and specifications made with DC, and the latter would al-
low one to reason on the DC proof system itself, e.g. to prove the equivalence of two
interpretations of DC, or find decidability results.

The shallow-embedded implementation has shown us problems already faced in [9]
with solutions that are not easy to apply with Coq, and the deep-embedded implemen-
tation, whereas long to define, can help us modify the proof system so as to solve these
problems. So the same proof tool is used both to implement a proof system and to prove
properties of this proof system.

7 Thanks

I would like to thank Vincent Poirriez for his enlightening remarks, Georges Mariano,
the team of the Coq project for making such a powerful proof tool.
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Abstract. We describe the system AProVE, an automated prover to
verify (innermost) termination of term rewrite systems (TRSs), func-
tional programs, and logic programs. For this system, we have developed
and implemented efficient algorithms based on classical simplification
orders (recursive path orders with status, Knuth-Bendix orders, polyno-
mial orders), dependency pairs, and the size-change principle. In AProVE,
termination proofs can be performed with a user-friendly graphical in-
terface and the system is currently among the most powerful termination
provers available.

1 Introduction

The system AProVE (Automated Program Verification Environment) can be
used for automated termination and innermost termination proofs of (condi-
tional) term rewrite systems, as well as for termination proofs of functional and
logic programs. AProVE offers a variety of techniques for automated termination
proofs: First of all, it provides efficient implementations of classical simplifica-
tion orders to prove termination “directly” (such as recursive path orders possi-
bly with status [7,19], Knuth-Bendiz orders [20], and polynomial orders [22]), cf.
Sect. 2. To increase the power of automated termination proofs, we implemented
the dependency pair technique [2,15] in AProVE which allows the application of
classical simplification orders to many examples where automated termination
analysis would fail otherwise (Sect. 3). In contrast to most other implementa-
tions of dependency pairs, we integrated refinements such as narrowing, rewrit-
ing, and instantiation of dependency pairs [14] and we improved the dependency
pair technique further (e.g., by integrating the generation of argument filterings
with the computation of usable rules) [16] to increase both the efficiency and
the power of the approach. Due to these extensions and improvements, AProVE
succeeds on many examples where all other automated termination provers fail.
Thus, the principles used in the implementation of AProVE are also very help-
ful for other tools based on dependency pairs ([1], CIME [6], TTT [18]) and we
conjecture that they can also be used in other recent approaches for termination
of TRSs [5,11] which have several aspects in common with dependency pairs.
Apart from direct termination proofs and dependency pairs, as a third termi-
nation technique, AProVE offers the size-change principle [9,23] and it is also
possible to combine this principle with dependency pairs [27] (Sect. 4). The tool
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is written in Java and proofs can be performed both in a fully automated or in
an interactive mode via a graphical user interface (Sect. 6), as shown in Fig. 1.

AP1oVE - Automated Program Verification Environment
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Fig. 1. Screenshot of the AProVE system

2 Direct Termination Proofs

In this section we describe the base orders available in AProVE which can be used
for direct termination proofs, but also for proofs with preprocessing techniques
like dependency pairs or the size-change principle.

In a direct termination proof of a TRS, the system tries to find a reduction
order such that all rules of the TRS are decreasing. Currently, the following
path orders are implemented in AProVE: the embedding order (EMB), the lexi-
cographic path order (LPO, [19]), the LPO with status which compares subterms
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lexicographically according to arbitrary permutations (LP0S), the recursive path
order which compares subterms as multisets (RPO, [7]), and the RPO with status
which is a combination of LPOS and RPO (RPOS).

Path orders may be parameterized by a precedence on function symbols and
a status which determines how the arguments of function symbols are compared.
To explore the search space for these parameters, the system leaves the prece-
dence and the status as unspecified (or “minimal”) as possible. The user can
decide whether to perform a depth-first or a breadth-first search (where in the
latter case, all possibilities for a minimal precedence and status are computed
which satisfy the current constraints). Moreover, the user can configure the path
orders by deciding whether different function symbols may be equivalent ac-
cording to the precedence used in the path order (“non-strict precedence”).
It is also possible to restrict potential equivalences to certain pairs of function
symbols. When attempting termination proofs with path orders in AProVE, the
precedence found by the system is displayed as a graph (in case of success) and
in case of failure in the breadth-first search, the system indicates the problematic
constraint.

In addition to the above path orders, AProVE offers Knuth-Bendixz orders
(KBO, [20]) using the polynomial-time algorithm of [21]. In this algorithm, one
has to compute the degenerate subsystem of a system of homogeneous linear
inequalities. This is done using the technique of [10].

The last class of orders available in AProVE are polynomial orders [22] where
every function symbol is associated with a polynomial with natural coefficients.
Here, the user can specify three parameters: the degree of the polynomials, the
range of the coefficients, and the search algorithm that is used to find suitable
coefficients in the given range. Apart from these global options, the user can also
provide individual polynomials for some function symbols manually. To prove
termination afterwards, AProVE generates a set of polynomial inequalities which
state that left-hand sides of rules should be greater than the corresponding right-
hand sides. Using the method of partial derivation [13,22], these inequalities are
transformed into a set of inequalities only containing coefficients, but no variables
anymore. At that point, a search algorithm has to determine suitable coefficients
that satisfy the resulting inequalities. The user can choose between four different
search algorithms: we offer brute force search, greedy search, a genetic algorithm,
and a constraint-based method based on interval arithmetic.

3 Termination Proofs With Dependency Pairs

The dependency pair approach [2,14-16] increases the power of automated ter-
mination analysis significantly, since it permits the application of simplifica-
tion orders for non-simply terminating TRSs. Instead of comparing left- and
right-hand sides of rules, in this approach one compares the left-hand sides with
those subterms of right-hand sides that correspond to recursive calls. More pre-
cisely, the root symbols of the left-hand sides are called defined symbols and
for each defined symbol f we introduce a fresh tuple symbol F. For each rule
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f(s1,...,8,) — 7 and each subterm g(t1,...,t,) of r with defined root symbol
g, we build a dependency pair F(s1,...,8,) — G(t1,...,tm). In order to prove
termination one now has to find a weakly monotonic order > such that s > ¢
for all dependency pairs s — t and [ 27 r for all rules I — r. When proving
innermost termination, [ 2~ 7 is only required for the usable rules of the defined
symbols occurring in the dependency pairs. Here, the usable rules for a symbol
f are the f-rules together with the usable rules for all defined symbols occurring
in right-hand sides of f-rules. In AProVE, the user can select whether to use the
dependency pair approach for termination or for innermost termination proofs.
The system can also check whether a TRS is non-overlapping (then innermost
termination already implies termination).

To search for a suitable order >, the user can select any of the base orders
from Sect. 2. However, while most of these orders are strongly monotonic, the
dependency pair approach only requires weak monotonicity. (For polynomial
orders, a weakly monotonic variant can be obtained immediately by permitting
the coefficient 0 in polynomials. But lexicographic or recursive path orders as
well as Knuth-Bendix orders are always strongly monotonic.) For that reason,
before searching for a suitable order, some of the arguments of the function
symbols in the constraints can be eliminated using an argument filtering = [2].
For example, a binary function symbol f can be turned into a unary symbol by
eliminating the first argument of f. Then 7 replaces all terms f(t1,t2) in the
constraints by f(t2). Thus, we can obtain a weakly monotonic order =, out of
a strongly monotonic order > and an argument filtering 7 by defining s >, ¢ iff
7(s) = 7(t). For innermost termination proofs, we developed an improvement
such that the argument filtering is also used for reducing the set of constraints
[16, Thm. 11].

Since there are exponentially many argument filterings, a crucial problem
for any implementation of dependency pairs is to explore this search space ef-
ficiently. In AProVE, we use a depth-first algorithm [16] to determine suitable
argument filterings by treating the constraints one after another. We start with
the set of argument filterings possibly satisfying the first constraint. Here we use
the idea of [17] to keep argument filterings as “undefined” as possible. Then this
set is reduced further to those filterings which can possibly satisfy the second
constraint as well. This procedure is repeated until all constraints have been
investigated. By inspecting the constraints in a suitable order, already after the
first constraint the set of possible argument filterings is rather small and in this
way, one only inspects a small subset of all potential argument filterings. More-
over, one can also combine the search for the argument filtering with the search
for the base order by choosing the option “consider order parameters”. If
the user selects this option, then the system additionally stores for each possible
argument filtering a minimal set of precedences and stati as described in Sect.
2. This option is only available for path orders.

(Innermost) termination proofs with dependency pairs can be performed in a
modular way by constructing an estimated (innermost) dependency graph and by
regarding its cycles separately [2, 15]. For each cycle, only one dependency pair
must be strictly decreasing, whereas all others only have to be weakly decreasing.
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As shown in [17], one should not compute all cycles, but only maximal cycles
(strongly connected components (SCCs)). The reason is that the the chosen ar-
gument filtering and base order may make several dependency pairs in an SCC
strictly decreasing. In that case, subcycles of the SCC containing such a strictly
decreasing dependency pair do not have to be considered anymore. So after solv-
ing the constraints for the initial SCCs, all strictly decreasing dependency pairs
are removed and one now builds SCCs from the remaining dependency pairs,
etc. To inspect estimated (innermost) dependency graphs, they can be displayed
in a special “Graph”-window. In order to benefit from all refinements on mod-
ularity of dependency pairs, we developed and implemented a technique which
permits the combination of recent results on modularity of C.-terminating TRSs
[28] with arbitrary estimations of dependency graphs, cf. [16].

To increase the power of the dependency pair technique, in [2,14,16] three
different transformation techniques were suggested which transform a depen-
dency pair into several new pairs: narrowing, rewriting, and instantiation. These
transformations are often crucial for the success of the proof and in general,
their application can never “harm”: if the termination proof succeeds without
transformations, then it also succeeds when performing transformations, but not
vice versa. However, the problem is when to use these transformations, since in
general, they may be applicable infinitely often. AProVE automatically performs
these transformations in “safe” cases where their application is guaranteed to
terminate. There are two kinds of “safe” cases: despite the fact that applying
transformations can never prevent a termination proof that would have been
possible without transformations, these transformations may increase runtime,
since they can produce a large number of similar constraints. However, those
transformations which delete dependency pairs or cycles do not have a negative
impact on the efficiency and are called decreasing. The remaining transforma-
tions are called increasing. The system offers two switches where the user can
enable or disable both kinds of transformation. If turned on, the decreasing
transformations are applied before trying to solve the constraints for a cycle.
Increasing transformations are only used a limited number of times whenever a
proof attempt fails, and then the proof is re-attempted again.

In addition to the fully automated mode, (innermost) termination proofs with
dependency pairs can also be performed in an interactive mode. Here, the user
can specify which narrowing, rewriting, and instantiation steps should be per-
formed and for any cycle or SCC, the user can determine (parts of) the argument
filtering, the base order, and the dependency pair which should be strictly de-
creasing. Moreover, one can immediately see the constraints resulting from such
selections, such that interactive termination proofs are supported in a very com-
fortable way. This mode is intended for the development of new heuristics as
well as for the machine-assisted proof of particularly challenging examples.

4 Termination Proofs with the Size-Change Principle

A new size-change principle for termination of functional programs was pre-
sented in [23] and this principle was extended to TRSs in [27]. A similar prin-
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ciple is also known for termination proofs of logic programs [9]. The main
idea is to build a corresponding size-change graph from each dependency pair
F(s1,..y80) — G(t1, ..., tm). This graph is bipartite where the nodes 1p,...,ng
on the left-hand side correspond to the arguments of the F-term and the nodes
1g,...,mqg on the right-hand side correspond to the arguments of the G-term.

We draw an edge ip e Jja iff s; = t;. Otherwise, there is an edge ¢ E, j if at
least s; 7 t; holds. Furthermore, we add a label ' — G to the whole size-change
graph.

We can concatenate two or more size-change graphs to a multigraph if the
labels of each two consecutive size-change graphs are compatible (where the
label FF — G is compatible with G — H for all tuple symbols F and H).
Each path from a left node of the first size-change graph to a right node of the
last size-change graph leads to an edge in the multigraph. If there is at least
one - edge on the path, then the resulting edge in the multigraph is labelled
with >, otherwise it is labelled with . We call a multigraph G mazimal iff
the concatenation of G with G results in G again. The main theorem of the
size-change principle states that termination can be concluded if each maximal
multigraph contains an edge 4 5.

In AProVE, the technique of [27, Thm. 11] for size-change termination of
TRSs is implemented, where we use the embedding order as underlying base
order.! AProVE displays all size-change graphs as well as all maximal multigraphs
(in case of success) or one critical maximal multigraph without a decreasing edge
i = i (in case of failure).

AProVE also contains the new approach of [27] which combines the size-
change principle with dependency pairs in order to prove (innermost) termi-
nation. This combined approach has the advantage that it often succeeds with
much simpler argument filterings and base orders than the pure dependency
pair approach. For each SCC P of the estimated (innermost) dependency graph,
let Cp be the constructors in P and let Dp be a subset of the defined symbols
in P. Then the system builds the size-change graphs and the maximal multi-
graphs resulting from P using an argument filtering and the embedding order
on Cp UDp. Again, all these multigraphs must have an edge i = i and in case
of success, the system displays them all. Next, the argument filtering must be
extended such that all rules are weakly decreasing w.r.t. the selected base order.
When proving innermost termination, instead it suffices if just the usable rules
for the symbols Dp are weakly decreasing. For reasons of efficiency, the user can
impose a limit on the maximal size of Dp and one can restrict the number of
symbols in dependency pairs which may be argument-filtered.

In case of failure for some SCC, the dependency pairs are transformed by
narrowing, rewriting, or instantiation and the proof attempt is re-started. If the
user has selected the “hybrid” algorithm, then the pure dependency pair method

! As shown in [27], only very restricted base orders are sound in connection with the
size-change principle. In addition to the results in [27], the full embedding order may
be used, where f(...,x;,...) > x; also holds for defined function symbols f.
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is tried as soon as the limits for the transformations are reached. In this way,
the combined dependency pair and size-change method can be used as a very
fast technique which is checked first for every SCC. Only if this method fails,
the ordinary dependency pair approach is used on this SCC.

5 Design of AProVE

The techniques of the previous two sections share one common property: they
can be seen as SCC processors which transform one SCC into a set of new SCCs.
The dependency pair technique generates a set of constraints for each SCC. If
the constraints can be solved, then the SCC can be disregarded, while some new
SCCs of subgraphs may have to be examined. The transformations “narrowing”,
“rewriting”, and “instantiation” can also produce a set of new SCCs out of a
given one. Finally, the combination of dependency pairs with the size-change
principle processes the SCCs of the estimated (innermost) dependency graph
one by one, too. Hence, all these termination proving algorithms work according
to the following structure.

1. Compute the initial SCCs of the (estimated) innermost dependency graph.
2. While there are SCCs left and there is no failure:

(a) Remove one SCC P from the set of SCCs.
(b) Compute a new set of SCCs by processing P with an SCC processor.
(¢) Add the new set of SCCs to the remaining SCCs.

Thus, the termination proving techniques above are implemented in AProVE
as modules which process one SCC and return a set of SCCs. Due to this modular
structure, procedures for termination proofs which combine different termination
techniques can easily be implemented within AProVE. One just has to configure
the system by determining which SCC processors with which parameters should
be used in Step 2(b). To obtain an efficient and powerful proof procedure, one
should first try to use fast SCC processors which benefit from successful heuris-
tics. In this way, SCCs that are easy to handle can be treated efficiently. Only for
SCCs where these fast SCC processors fail, one should use slower but more pow-
erful SCC processors afterwards. Examples for such termination procedures are
the hybrid algorithm described in the last section or the “meta combination”
algorithm of [16] that combines five different SCC processors. This algorithm is
particularly useful if one does not want to get involved with the details of ter-
mination proving, but one wants to use AProVE in a “black box”-mode. Similar
to the modular design of SCC processing, we have implemented the base orders
and suitable heuristics in a modular way such that they can be combined freely.
Up to now, to realize arbitrary combinations of several different SCC processors,
base orders, and heuristics, one has to modify the code of the system, but we are
working on a configuration language such that the user will be able to configure
new termination proof procedures.
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6 Running AProVE

The system AProVE accepts four different input languages: logic and (first-order)
functional programs, conditional and unconditional TRSs. Functional programs
are translated into conditional TRSs regarding the special semantics of the pre-
defined conditional “if”. Logic programs are translated into conditional TRSs,
too, using the method of [4,12]. Conditional TRSs are transformed further into
unconditional TRSs according to the techniques of [14,24] to prove their (in-
nermost) quasi-decreasingness. For logic programs, these transformations corre-
spond to the approach of the termination prover TALP [25].

When performing termination proofs, a “system log” can be inspected to
examine all (possibly failed) proof attempts. The results of the termination proof
are displayed in html-format and can be stored in html- or IATEX-format. Any
termination proof attempt may of course be interrupted by a stop-button. In-
stead of running the system on only one term rewrite system or program, it
is also possible to run it on collections and directories of examples in a batch
mode. In this case, apart from the information on the termination proofs of the
separate examples, the “result” also contains statistics on the success and the
runtime for the examples in the collection.

While the user can select between several different heuristics for performing
termination proofs, we also provided the meta combination algorithm from the
previous section which applies selected heuristics in a suitable way [16]. For ex-
ample, when running the meta combination algorithm on the example collections
of [3,8,26] (108 TRSs for termination, 151 TRSs for innermost termination),
AProVE succeeded on 96.6 % of the innermost termination examples (including
all of [3]) and on 93.5 % of the examples for termination. The automated proof
for the whole collection took 80 seconds for innermost termination and 27 sec-
onds for termination. These results also illustrate the power and efficiency of
AProVE. For more details and to download the system, the reader is referred to
the AProVE web-site http://www-i2.informatik.rwth-aachen.de/AProVE.
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Abstract. We describe a rule-based programming system where rules
specify nondeterministic computations. The system is called FuNLoG
and has constructs for defining elementary rules, and to build up complex
rules from simpler ones via operations akin to the standard operations
from abstract rewriting. The system has been implemented in MATHE-
MATICA and is, in particular, useful to program procedures which can be
encoded as sequences of rule applications which follow a certain reduc-
tion strategy. In particular, the procedures for unification with sequence
variables in free, flat, and restricted flat theories can be specified via a set
of inference rules which should be applied in accordance with a certain
strategy. We illustrate how these unification procedures can be expressed
in our framework.

1 Introduction

In this paper we describe a rule-based programming language and illustrate
its usefulness for implementing unification procedures with sequence variables
in free, flat and restricted flat theories. We have designed and implemented a
rule-based system called FUNLoOG, which provides programming constructs to
define elementary rules and to build up complex rules from simpler ones. Our
programming constructs include primitives to compose rules, to group them
into a specification of a nondeterministic rule, to compute with their transitive
closure, and to define various evaluation strategies.

Such a programming style is very suitable for complex computations steps
which can be expressed as sequences of computation steps with the following
characteristics:

1. Each computation step is driven by the application of a rule chosen (nonde-
terministically) from a finite set of alternative rules.
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2. The sequence of steps must match a certain specification. In FUNLOG, such
specifications can be built up via a number of operators which are similar to
the operators of abstract term rewriting.

We used FUNLOG to implement unification procedures in free, flat, and restricted
flat theories with sequence variables and flexible arity symbols. It was shown in
[8,9] that these procedures can be specified via a set of inference rules which
should be applied in accordance with a certain strategy. Therefore, these proce-
dures are a good example to be programmed in FUNLOG.

The rest of this paper is structured as follows. In Section 2 we give a brief
description of the rule-based programming style supported by FUNLOG and
describe the programming constructs of our system. Section 3 explains some
details about the MATHEMATICA implementation of FUNLOG. In Section 4 we
describe our FUNLOG implementation of unification procedures with sequence
variables. Section 5 concludes.

2 Programming with FunLog

FUNLOG is a rule-based system where

rule = specification of a partially defined, possibly nondeterministic
computation.

This paradigm makes our notion of rule very similar to the notion of strategy as
defined in the rule-based system ELAN [4,7]. There are, however, some notable
exceptions:

1. all rules can be nondeterministic. The nondeterministic application of basic
rules stems from the fact that we allow patterns which can match in more
than one way with a given expression.

2. the application of rules is not driven by a built-in leftmost-innermost rewrit-
ing strategy. Instead, rules are always applied at the root position of a term.
Rewriting behaviors can be attained by associating a new rule to a given rule,
and imposing a certain strategy to look up for the subterm to be rewritten.

We believe that these features make our rule-based system more flexible, mainly
because we can control the positions where rules should be applied.
In FUNLOG, each rule is characterized by a name and a code which describes
a partially defined, possibly nondeterministic, computation. Formally, a rule is
an expression
bl = patt — rhs (1)

where (bl is the rule name, patt is a pattern expression and rhs specifies the
computation of a result from the bindings of the variables which occur in patt.
The expression patt :> rhs is called the code of the rule [bl.

The main usage of rules is to act with them them on various expressions. The
attempt to apply a rule of type (1) on an expression expr proceeds as follows:
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1. M := enumeration of all matchers between ezpr and patt.

2. If M = () then fail else goto 3.

3. 0:=first(M), M:=rest(M), V:= enumeration of all values of (rhs).
4. If V = () then goto 3 else return first(V).

We write expr 4, if the application of rule (bl to expr fails, and expr — g if it
succeeds.

There are two sources of non-determinism in FUNLOG: non-unique matches
and non-unique ways to evaluate a partially defined computation. Clearly, the
result of an application expr —; depends on the enumerations of matchers
(M) and values (V) which are built into a particular implementation. These enu-
meration strategies are relevant to the programmer and are described in the
specification of the operational semantics of our implementation.

In the sequel we write expr; —; exprs if we can identify two enumerations,
for M and V, which render the result expr, for the application expr; — i -

Rules can be combined with various combinators into more complex rules.
The implementation of these combinators is compositional, i.e., the meaning
of each combination of rules can be defined in terms of the meanings of the
component rules.

2.1 Main Combinators

A rule with name [bl is applied to an expression ezpr; via the call
ApplyRule[ezpr, Ibl] (2)
which behaves as follows:

— If expr, /+p,; then return ezpr,
— If expr; — i then return the first ezpr, for which expry — i expr,.

The call
ApplyRulelist|[expr, Ibl] (3)

returns the list of values {expry | expry —p expry}.
FUNLOG provides a number of useful constructs to build up rules. These
constructs are described in the remainder of this section.

Basic rules. A basic rule is a rule named by a string, whose code is given
explicitly as a MATHEMATICA transformation rule. A basic rule bl :: patt :> rhs
is declared by

DeclareRule[patt :> rhs, Ibl] (4)

We recall that expr; — i expry iff there is a matcher 6 between expr; and patt
for which 6(rhs) evaluates to exprs.

The enumeration strategy of basic rules depends only on the enumeration
strategy of matches.
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Ezxzample 1. The rule ”split” introduced by the declaration
DeclareRule[{z___,y___}/; (Length[{z}] > Length[{y}]) :>{x}, “split”]

takes as input a list L of elements and yields a prefix sublist of L whose length
is larger than half the length of L. The outcome of the call

ApplyRule[{a,b,c,d}, “split”]
{a,b,c}
yields the instance {a,b,c} = 8({z}) corresponding to the matcher § = {z —

Ta,b,c,y — Td}. Note that this is the first matcher found by the enumer-
ation strategy of the MATHEMATICA interpreter, for which 6(Length[{z}] >

Length[{y}]) holds. O
Choice. bly | ... | bl,, denotes a rule whose applicative behavior is given by
eTPTY —ibl;|...| 161, €TPTo iff expry — 1, expry for some i € {1,...,n}. (5)

The enumeration of the steps ezpr; — ... 1, starts with the enumeration of
the steps expr; — 1, , followed by the enumeration of the steps expr; —u,, and
so on up to the enumeration of the steps expr; — ., .

Ezample 2. Consider the declarations

DeclareRule[{z___m_y___,n_, z___}:>False/;(m > n), “test”];
DeclareRule[ List :> True, “clse”];

Here, List is a pattern variable which matches any list structure. Then
ApplyRule[L, “test” | “else”]

yields True iff L is a list with elements in ascending order. This behavior is
witnessed by the calls:

ApplyRule[{1,2,4,5,3}, “test” | “else”]
False
ApplyRule[{1,2,3,4,5}, “test” | “else”]
True

The first call yields False because {1,2,4,5,3} — «est» False with the matcher
0={z—"1,2""mw— 5y+— " n— 4 z+— "37}. The second call yields True
because {1,2,3,4,5} 7 «ost» and {1,2,3,4,5} — 507 True. O
Composition. [bl; o lbly denotes a rule whose applicative behavior is given by

ETPT 1 —iblyolbly, ETPTo iff EXPr1 — bl €TPT —[pl, ETPTo for some expr. (6)

The enumeration of values expr, for which the relation expr; — i omi, €rprsy
holds, proceeds by enumerating all steps expr — 51, expr, during an enumeration
of the steps expr; —ni, expr.
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Ezample 8 (Oriented graphs). The following rule declarations

DeclareRule[z_:>z, “Id”];
DeclareRule[a:> b, “r1”]; DeclareRule[a:> ¢, “r2”];
DeclareRule[c:> b, “r3”]; DeclareRule[b:> d, “r4”];
DeclareRule[b:> e, “r5”];DeclareRule[c:> f, “r6”];
define the edges of an oriented graph with nodes {a,b,c¢,d, e, f}. Then
QA —Repeat[“rl”|“r2”|“r3”|“rd” | “r5” | “r6”,“1d”] U
iff there exists a (possibly empty) path from a to v. To find such a v we can call
A'pI)]-_yR,_u.]-el:a7 Repeat[“rl” | 4(1.2” | “I_3” | “I_4” | “r5” | “r6”’ “Id”]]
and FuNLoG will yield the value d corresponding to the derivation
a —up1r b —ygr d =g d.
The call
ApplyRuleList[c,Repeat[“r]l” | “r2” | “r3” | “rd” | “r5” | “r6”, “Id”]]
will yield the list {d, e, b} of all nodes reachable from b. |
Reflexive-transitive closures. If bl € {Repeat|lbly, lbls], Until[lbls, Ibl;]}
then
expry — ) expry iff expry —7, expr — i, erpry for some expr (7)

where —7,;, denotes the reflexive-transitive closure of —,. These two con-
structs differ only with respect to the enumeration strategy of the possible re-
duction steps.

The enumeration of expr; —gepeat[ivly,ibls) €ZPT2 Proceeds by unfolding the
recursive definition:

Repeat|lbly, Ibls] = Ibly o Repeat|lbly, Ibls] | Ibls,

whereas the enumeration of expr; —wuaeiifin,,imi,] €TpTy proceeds by unfolding
the recursive definition:

Until[lbla, Ibl1] = Ibla | Ibly o Until[lbla, Ibl].
Ezample 4 (Sorting). Consider the declarations of basic rules

DeclareRule[x.:>z, “Id”];
DeclareRule[{z__m_y___n_,z__}/;(m>n):>{x,n,y,m,z}, “perm”];
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Then the enumeration strategy of Repeat|[“perm”, “Id”] ensures that the ap-
plication of rule Repeat[“perm”, “Id”] to any list of integers yields the sorted
version if that list. For example

ApplyRule[{3,1, 2}, Repeat|“perm”, “Id”]]
yields {1,2,3} via the following sequence of transformation steps

{37 172} — “perm” {17372} — “perm” {17273} —“1d” {17273}~

Rewrite rules. FUNLOG provides the following mechanism to define a rule
that rewrites with respect to a given rule:

RWRule([lbl;, Ibl, Traversal — ...,Prohibit — .. ] (8)

This call declares a new rule named [bl such that ezpr; —; expry iff there exists
a position p in expr, such that expr,|, —ui, expr and expry, = expr,|expr],.
Here, expry|, is the subexpression of expr at position p, and expr,[expr], is
the result of replacing the subexpression at position p by expr in expr;. The
option Traversal defines the enumeration ordering of rewrite steps (see below),
whereas the option Prohibit restricts the set of positions allowed for rewriting.
If the option Prohibit — {f1,..., fn} is given, then rewriting is prohibited at
positions below occurrences of symbols f € {f1,..., fn}. By default, the value
of Prohibit is {}, i.e., rewriting can be performed everywhere.

The enumeration strategy of rewrite steps can be controlled via the option
Traversal which has the default value ” LeftmostIn”. If the option Traversal —
“LeftmostOut” is given, then the rewriting steps are enumerated by traversing
the rewriting positions in leftmost-outermost order. If Traversal — “LeftmostIn”
is given, then the rewriting steps are enumerated by traversing the rewriting po-
sitions in leftmost-innermost order.

Ezample 5 (Pure A-calculus). In A-calculus, a value is an expression which has
no f-redexes outside A-abstractions. We adopt the following syntax for A-terms:

term ;= terms :
| x variable
| app[term,terms] application
| Az, term] abstraction

[b-redexes are eliminated by applications of the (-conversion rule, which can be
encoded in FUNLoOG as follows:

DeclareRule[app[A[z_, t1.],¢2] :>repllts, {z, t2}], “5”]
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where repl[ty, {z,t2}] replaces all free occurrences of x in t1 by ¢2. A straight-
forward implementation of repl in MATHEMATICA is shown below?®:

repl Mo t], {o, ] = Al 1
repllz., {x_,t =1

repl[A[z_,t], 0] := Az, repllt, o]];

repl[app[tl,, t2],0.] := applrepl[tl, o], repl[t2, o]l;
replft_, | :=

The computation of a value of a A-term proceeds by repeated reductions of the
redexes which are not inside abstractions. In FUNLOG, the reduction of such a
redex coincides with an application of the rewrite rule “g-elim” defined by

RWRule[“(”, “B-elim”,Prohibit — {A}]
The following calls illustrate the behavior of this rule:

t := app[z, app[A[z, app[z, A[y, app[z, y]]]], A[z, z]]];
t1 := ApplyRulelt, “3-elim”|
2],

app|z, app(A[2, 2], Aly, app([A[2, 2], y]]]
12 := ApplyRule[tl “B-elim”]

app(z, Aly, app[A[2, 2], y]]]
t3 := ApplyRule[t2, “[-elim”]

app[z, Aly, app[A[z, 2], y]]]
Thus, t2 is a value of t. To compute the value of ¢ directly, we could call

ApplyRule[t,Repeat|[“[-elim”, “Id”]]
app[2, Aly, app[Alz, 2], y]]]

Normal forms. NF[/bl] denotes a rule whose applicative behavior is given by
expr —wr(wl) €TPTy iff expry —iy, expry and expry /gy, 9)
The enumeration strategy of NF[lbl] is obtained by unfolding the recursive defi-
nition
NF[Ibl] = NFQ[ibl] | bl o NF[bl] (10)
where NFQ[IbI] :: z_:>x/; (x /o).

Abstraction. The abstraction principle is provided in FUNLOG via the con-
struct
SetAlias[expr, Ibl] (11)

3 The MATHEMATICA definitions are tried top-down, and this guarantees a proper
interpretation of the replacement operation.
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where bl is a fresh rule name (a string identifier) and expr is an expression built
from names of rules already declared with the operators |, o, Repeat and Until
described before. For example, the call

SetAlias[Repeat|“perm”, “Id”], “sort”]

declares a rule named “sort” whose applicative behavior coincides with that of
the construct Repeat[“perm”, “Id”].

3 Notes on Implementation

We have implemented a MATHEMATICA package called FUNLOG which supports
the programming style elaborated above. We decided to implement FUNLOG
in MATHEMATICA because MATHEMATICA has very advanced pattern matching
constructs for specifying transformation rules. Moreover, MATHEMATICA pro-
vides a powerful mechanism to control backtracking. More precisely, it allows to
specify transformation rules of the form

patt :>Block[{result, ...}, result/; test_with_side_effect]

which, when applied to an expression expr behave as follows:

1. If patt matches with expr, compute 0 :=the first matcher and go to 2. Oth-
erwise fail.

2. Evaluate the condition test_with_side_effect, in which we instantiate the pat-
tern variables with the bindings of 6.

3. If the computation yields True, it also computes result as a side effect. This
is possible because the Block construct makes the variable result visible
inside the calls of test_with_side_effect.

4. If test_with_side_effect yields False then the interpreter of MATHEMATICA
backtracks by computing 6 := next matcher and goto 2. If no matchers are
left, then fail.

We have employed this construct to implement the backtracking mechanism of
FUNLOG. For instance, the code for Ibl; o Ibly is computed as follows:

— assume patt :> rhs is the code of Ibl;. Then the code of [bl; o Ibly will be of
the form

patt :>Block[{result, ...}, result/; CasesQ[rhs, lbls]]

where CasesQ[rhs, lblz] does the following:

o If rhs — 1, expry, then it binds result to expr; and yields True.

o If rhs /oy, it yields False.
This decision step relies on the possibility to detect whether the code of
rule [bls accepts expr; as input. In our implementation, the code of Ibls is
a MATHEMATICA transformation rule of the form patt, :> rhsy. The piece of
MATHEMATICA code

ok = True; result = Replace[expr,, {patt, — rhsy,_ — (ok = False)}]

does the following:
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o It sets the value of ok to True.
e It applies the rule patty — rhsy to expr; by assigning expr, to result
if expry — i, exprsy.
o If expry /y,;, then it applies the MATHEMATICA rule _ — (ok = False),
which assigns False to ok.
In this way we can simultaneously check whether the code of [bls is defined
for expr,, and assign expr, to result if expr; — i, exprs,.
— variations of the same trick can be used for all the possible syntactic shapes
of the code of [bl;.

A similar trick can be used to implement the code for Repeat[lbly, ibls].

In principle, our implementation of the combinators for rules is based on an
agreed-upon standard on how to represent the code of non-basic rules, which
enables to easily compute the code of the newly declared rule. We do not ex-
pose the details here because some of them require a deep understanding of the
evaluation and backtracking principles of MATHEMATICA.

4 Applications — Implementing Unification Procedures
with Sequence Variables

We have implemented a library of unification procedures for free, flat and re-
stricted flat theories with sequence variables and flexible arity symbols [8] in
FuNLoOG. The common characteristic features of the procedures is that they
are based on transformation rules, applied in a “don’t know” non-deterministic
manner. Each of the procedures is designed as a tree generation process.

A sequence variable is a variable that can be instantiated by an arbitrary
finite sequence of terms. Below we use T, 7, Z and w to denote sequence variables,
while z, y, z will denote individual variables. Sequence variables are used together
with flexible arity function symbols. Terms and equalities are built in the usual
way over individual and sequence variables, and fixed and flexible arity function
symbols, with the following restriction: sequence variable can not be a direct
argument of a fixed arity function, and sequence variable can not be a direct
argument of equality. Substitutions map individual variables to single terms
and sequence variables to finite, possible empty, sequences of terms. Application
of a substitution is defined as usual. For example, applying the substitution
{z—=aye f(2),2— "7~ "a, f(Z),b"} to the term f(z,T,9(y,y),y) gives
fla,g(f(@), f(T)),a, f(T),b). The standard notions of unification theory [3] can
be easily adapted for terms with sequence variables and flexible arity symbols.

4.1 Free Unification with Sequence Variables and Flexible Arity
Symbols

In [9] a minimal complete unification procedure for a general free unification
problem with sequence variables and flexible arity symbols was described. The
procedure consists of five types of rules: projection, success, failure, elimination
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and split. They are given in Appendix. All three types of free unification with
sequence variables (elementary, with constants and general) are decidable, but
infinitary. We do not implement the decision procedure (it requires Makanin
algorithm [10] and the combination method [2]). Instead, we put a bound on
the unification tree depth and perform a depth-first search with backtracking.
Optionally, if the user sets the tree depth bound to infinity, FUNLOG performs
iterative deepening with the predefined depth (by default it is set to 20, but the
user can change it), and reports the solutions as they are found.

Nodes in the unification tree are pairs (u, o), where u is a unification prob-
lem together with its context and o is the substitution computed so far. The
successful nodes are labelled only with substitutions.

For instance, the third and fourth elimination rules can be encoded in FUN-
LoG as follows:

DeclareRule [{{({f_[x-7SVarQ,s1__],f [t_,s2__|}|
{f_[t,s2__],f_ [x.7SVarQ,s1__]})/;Not[SVarQ[t]],
ctx_},0_}/;FreeQ[t,x] :>
{{{f[s1], £f[s2]}, ctx}/.x — t,

ComposeSubst[o, {x — t}], “Elim-svar-nonsvar-1"];

DeclareRule [{{({f_[x-7SVarQ,s1__],f [t_,s2__]}|
{f_[t_,s2__], £ [x_7SVarQ,s1__]})/; Not[SVarqQ[t]],
ctx_},o0_}/;FreeQ[t, x| :>
{{{f[x, Apply[Sequence, {s1}/.x — seq]t,x]]],
f[s2]/.x — seqt, x|}, ctx/.x — seq[t, x|},
ComposeSubst[o, {x — seq(t, x|}], “Elim-svar-nonsvar-2”];

“Elim-svar-nonsvar-1” rule corresponds to the cases with the substitution oy
of the third and fourth elimination rules in Fig. 1, and “Elim-svar-nonsvar-2”
corresponds to the cases with o9 of the same rules. In this manner, we can declare
a finite set of FUNLOG rules that cover all the situations shown in Fig. 1. The
non-success rules can be grouped together via the FUNLOG construct

SetAliasl[lbly|- - - |Ibl,, “Non-success”]

where [bly, ..., 1lbl, are labels of all non-success rules. Similarly, the success rules
can be grouped into a rule

SetAlias[lbly] - - - |Ibl,y,, “Success”|

where [bly, ..., bl,, are the names of all success rules encoded with FUNLOG.
We encode computation of one unifier into the following FUNLOG rule:

SetAlias[“Projection” o Repeat[“Non-success”, “Success”|, “Unify”].

After that, the computation of a unifier of a free unification problem I is
achieved by the call
ApplyRule[l", “Unify”]
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whereas the list of all unifiers is produced by the call
ApplyRuleList[I", “Unify”].

Ezample 6. For the free unification problem f(x,b,7, f(f)):g)f(a,f, f(b,7)) the
procedure computes the solution {{z — a,T — Tb,T, 7 — ZT},{z — a,T —
by}, 0

Problems like word equations [1] or associative unification with unit element
[14] can be encoded as a particular case of free unification with sequence vari-
ables and flexible arity symbols. Similarly, associative unification [13] can be
translated into a particular case of free unification with sequence variables when
projection rules are omitted. Thus, as a side effect, our implementation also
provides unification procedures for those problems.

4.2 Flat Unification with Sequence Variables and Flexible Arity
Symbols

Flat theory with sequence variables is axiomatized by the equality f (T, f(7),z) =~
f(z,7,%). This theory gives a precise characterization of evaluation behavior of
flat functions as it is implemented in the MATHEMATICA system. It was the main
motivation to study the flat theory, but then it turned out to have some inter-
esting properties. Namely, it was shown that both matching and unification are
infinitary but decidable, and the unification procedure was designed. It should
be noted that flat pattern matching of MATHEMATICA implements a restricted,
finitary case of matching in the flat theory with sequence variables and flexible
arity symbols.

The FUNLOG implementation of a general flat unification with sequence vari-
ables and flexible arity symbols goes along the procedure described in [8]. Tt
combines the rules specific for the flat theory with those specific for the free
theory. The implementation does not contain the decision procedure and uses
the depth-first search with bounded depth. Since the procedure does not enu-
merate directly the minimal complete set of unifiers, after answer generation a
certain minimization effort is required. As a result, the answer returned by the
procedure represents a minimal subset of the complete set of solutions (and not
a subset of minimal complete set of solutions).

Ezample 7. Let f(T)~%f(a) be a flat unification problem. It has infinitely many
solutions. Our implementation computes the subset

{z—="70,f(a)"}, {zT—="f0,a, fO "} {Z =0, f(a
{="70,£0,a"}, {7 = "0, f0, f(a) "}, {T—="Ta, f
{z—="1(a), FO, FO}}-

of the complete set of unifiers of the problem, with the tree depth set to 4. O

Ezample 8. Let f(7, 9(T))~%f(a,b, g(a, f(),b)) be a general flat unification prob-
lem, with f flat and g free. The the procedure computes the unique unifier

{T—"a,f(),07} O

) F0}
0, £07
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4.3 Restricted Flat Unification with Sequence Variables and
Flexible Arity Symbols

The restricted flat theory with sequence variables is axiomatized by the equality
f&, f(y,x,2),w) ~ f(T,y,z,Z,w). In this theory only nested terms with at least
one non-sequence variable argument can be flattened. Such a restriction makes
matching finitary, while other properties of the flat theory are retained.

Ezample 9. The restricted flat unification problem f(Z)~%pf(a) has two solu-
tions: {Z — a}, {T — f(a)}. ]

We have implemented in FUNLOG the restricted flat unification procedure
described in [8].

5 Conclusion and Future Work

FUNLOG is intended to be used in areas where problems can be specified con-
veniently as combinations of abstract rewrite rules. In particular, the package
turned out to be useful in implementations of procedures for E-unification.

Obviously, the range of problems which can be tackled with FUNLOG is
very large. We expect to identify more interesting problems which can be eas-
ily programmed with transformation rules. But we also expect that our future
attempts to solve new problems will reveal new programming constructs which
are desirable for making our programming style more expressive.

Currently, we investigate how these programming constructs can be employed
to implement provers in the THEOREMA system [5,6]. We also believe that our
programming constructs could underlie a convenient tool to write reasoners by
THEOREMA users and developers.

Another direction of future work is to introduce control mechanisms for pat-
tern matching with sequence variables. The current implementation of FUNLOG
relies entirely on the enumeration strategy of matchers which is built into the
MATHEMATICA interpreter. However, there are many situations when this enu-
meration strategy is not desirable. We have already addressed this problem in
[11,12] and implemented the package SEQUENTICA with language extensions
which can overwrite the default enumeration strategy of the MATHEMATICA in-
terpreter. The integration of those language extensions in FUNLOG will certainly
increase the expressive power of our rule-based system. We are currently working
on integrating SEQUENTICA with FUNLOG.

The current implementation of FUNLOG can be downloaded from

http://www.score.is.tsukuba.ac.jp/ mmarin/FunLog/
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A Rules for Free Unification

Projection: s 26 t ~ {{sm1 2% te, T, ..

Success:

Failure:

Eliminate:

Split:

<Sﬂ'k 2% t7‘rk,ﬂ'k>’> 7
tatjt ~ (T, ).

wpt ~ (T, {z —1})),

tega ~ (T, {z = t})),

012502 ~ J_,
xzét ~ ol
tzéa: ~
Si(t)~ 3]‘2(
f() @f(tla
F(tn D= f () ~

f(@, 8~ @f(Sh )Wl
f(Su 8)~ mf(w )~ L,
f(tl, ) wf(sl,s) ~ L

ftr, 0~ f(51,8) ~ ((g(to)~

F@ O~ f(@,8) ~ (f({O)=pf

f(=, t) @f(sl, )->
((fto1)=; f(301), o1),
(f(@,to2)~} f(302), 02)),

fs1,8)= f(,8) ~
((f(Bo1)=~j f(tor), o1),
(f(302) [ (T, To2), 02)),
1@, D=41(,5)
(F(En)=h f(5o1), o),
<f(?7 ta?)zg)f(g‘TQ)v 02>7
<f(t0'3)~;f(§7 50—3)7 U3> >7

f(tlv) wf(517 )W

WJ_

v\—/

’\S\)
/—\

<<f(7"1,~t0'1):;8f(q1, 501)7 01>7 e
<f(rkatgk)2®f(qk7go—k)v g

where
{m1,. oo me} = I (s 5 t).

if z ¢ vars(t).

if z ¢ vars(t).

if ¢1 # ca.

if t # z and = € vars(t).
if t #x and x € vars(t).
if f1 # fo.

if $1 # T and T € svars(si1).
if s1 75 T and T € svars(si).
lf tl @81 ~ .

if tl’l(‘])sl ~ <<T, 0’>>

if 1 ¢ Vseq and T ¢ svars(s1),
where 01 = {Z — s1},
o2 ={T— "s1,T'}.

if $1 ¢ Vseq and T ¢ svars(s1),
where o1 = {Z — s1},
o2 = {f — r81,5—'}.

where
o1 = {f = g}a
o2 ={T—"y,7},
g3 = {g g I’E7g—l}'

if t1, 81 ¢ Ving U VSeq and
tl—gysl ~ ((Tl—m% o1),

(Tk @%, Gk>>

Fig. 1. { and 5 are possibly empty sequences of terms; IT(I") is the set of substitutions

{zr—"7, ...

s T = T AT

,Tn} C svars(I)}; svars(t) (vars(t)) is the set of

all seq. variables (all variables) in ¢; f, f1, f2 are free (fixed or flexible) symbols; g is a
new free flexible symbol, if in the same rule f is of the fixed arity, otherwise g is f.
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Transformation with Proof Generation

Hans de Nivelle

Max Planck Institut fiir Informatik
Stuhlsatzenhausweg 85
66123 Saarbriicken, Germany
nivelle@mpi-sb.mpg.de

Abstract. We explain how we intend to implement the clausal normal
form transformation with proof generation. We present a convenient data
structure for sequent calculus proofs, which will be used for representing
the generated proofs. The data structure allows easy proof checking and
generation of proofs. In addition, it allows convenient implementation of
proof normalization, which is necessary in order to keep the size of the
generated proofs acceptable.

1 Introduction

In [2], a method for generating explicit proofs from the clausal normal form
transformation was presented, which does not make use of choice axioms. It is
our intention to implement this method. In this paper we introduce the data
structure for the representation of proofs that we intend to use, and we give
a general algorithm scheme, with which one can translate formulas and obtain
correctness proofs at the same time.

In [2], natural deduction was used for showing that it is in principle possible to
generate explicit proofs. It is however in practice better to use sequent calculus,
because sequent calculus allows proof reductions that reduce the size of generated
proofs. In order to be able to keep the sizes of the resulting proofs acceptable,
it is necessary to normalize proofs in such a way that repeated building up of
contexts is avoided.

In the preceeding paper [1], which was still proposing to use choice axioms,
it was explained how to do this in type theory. An intermediate calculus was in-
troduced, called the replacement calculus, which allows for proof normalization.
After normalization, the resulting proof could be translated into type theory
through a simple replacement schema. If one uses sequent calculus instead of
natural deduction, the standard reductions of sequent calculus can do the proof
normalization. It turns out that proof normalization in the replacement calculus
corresponds to a restricted form of cut elimination in sequent calculus. There-
fore, if one uses sequent calculus instead of natural deduction, the replacement
calculus can be omitted alltogether.

In the next section we introduce sequent calculus. After that, we introduce
the data structure that we will use for representing sequent calculus proofs. Then
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we will give a general scheme for translating formulas and generating proofs at
the same time. In the last section, we show that our sequent proof data structure
is convenient for implementing the kind of proof reduction that we need.

2 Sequent Calculus

Definition 1. A sequent is an object of form I' = A, where both I and A are
multisets.

We give the rules of sequent calculus. We assume that a-equivalent formulas
are not distinguished. We also give equality rules, although equality plays no
rule in the CNF-transformation.

(wom) 7=
( t)F,A}—A I'FAA
o I'Fa
Structural Rules:
. I'-A . . I'+A
(weakening left) TAFA (weakening right) TEAA
(contraction left) I'AAF A (contracti ,ht)FFA,A,A
contraction le TAFA contraction rig TFAA
Rules for the truth constants:
I'FA .
(T—left) m (T—I‘lght) m
. I'+-A
(J_—left) m (J_—rlght) m
Rules for —:
I'HAA . I'AF A
(Heft) +— 37 A (eright) A —7
Rules for A, V, «, <
(Acleft) I'A,B+ A (Aeri ht)FI—A,A I'-AB
ILANBF A & I'FAAAB
(V-left) I AA TI''BFA (V-right) I'-AAB
" ILAVBF A e A AVE
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ey LHAA LBEA (s righty DAFAD
— - — - -
¢ ILA—BFA B TR A A B
( lft)T7A—>B,B—>A|—A
> -
¢ 'A< BFA
(s vight) LFAA =B TEAB-A
— -Il
& TFAAoB
Rules for the quantifiers:
I''Plz:=t|F A ) 't A Plx =y
(left) = o pra (eht) = p
I''Plz:=y|F A ) I't A, Plz =]
(eft) = 5, pra (Sright ) — 715,

The t is an arbitrary term. The y is a variable which is not free in I, A, P
Rules for equality:

efl) T A7 ~1

t1 %tg, F[tl] FA
tq %tg, F[tg} FA

tl =~ t27 '+ A[tl]

1-left .
(rep ¢ ) tl =~ tQ, I+ A[tg]

(repl-right )

The last rules mean: If t; ~ t5 appears among the premisses, then an arbi-
trary occurrence of t; can be replaced by t3. The replacement can take place
either on the left or on the right. Only one replacement at the same time is
possible.

3 Proof Trees

We introduce a concise sequent calculus format, which allows for easy proof
checking and implementation of proof reductions. It is closely related to the
embedding of sequent calculus in LF, which is introduced in [5].

We first prove a simple lemma that shows that one should avoid explicitly
mentioning the formulas occurring in the proof:

Lemma 1. Consider the sequents (——)"At A, forn > 0.
If one has a proof representation method that explicitly mentions the formulas
in a sequent, then the proofs have size O(n?).
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Proof. Because one will have to represent all subformulas
A, —A, (7)2A, (7)3A, ..., (=) A.

Nevertheless, the proof has a length of only n steps. If one does not mention
the formulas, one can obtain a representation of size n. In our representation,
we avoid explicitly mentioning formulas by assigning labels to them. Whenever
a new formula is constructed, it will be clear what the new formula is, from the
way it is constructed, so that we will not have to mention it.

Definition 2. We redefine a sequent as an object of form I' = A, where both
I' and A are sets of labelled formulas. So we have I' = {a1: A1, ..., 00 Ay} and
A={p1:Bn,..., 04 Bq}, where a; = o implies i = j and §; = §; implies i = j.

In case there is no A, s.t. ac A’ € I, the notation I'+a: A denotes I'U{a: A}.
Otherwise, I' + a: A is undefined. (even when A = A')

In case there is an A, s.t. ac A € T, the notation I' — o denotes I'\{a: A}.
Otherwise I' — « is not defined.

In case there is an A, s.t. ac A € T, the notation I'[«] denotes A. Otherwise
I'la] is not defined.

For A, we define A+ 3:B, A—p(, A[5] in the same way as for I

Proofs are checked top-down, i.e. from the goal sequent towards the axioms.
For each node in the proof tree, the node states the label of the conslusion in
the derived sequent, and what labels the premisses should receive in the child
sequents. During checking, the conclusion is removed from the sequent (if it
exists, and has the right form), and replaced by the children, after which proof
checking continues.

Definition 3. We recursively define proof trees and when a proof tree accepts
a labelled sequent. In the following list, we implicitly assume that o, 8 are labels.
We will omit the definedness conditions. So we will assume that Ala] = A[f]
means: Fla] and F[3] are both defined and Fla] = F[3].

— ax(a, B) is a proof tree. It is a proof of I' b A, if I'la] is an a-variant of
A[8).

— If wy, 7o are proof trees, and A is a formula, then cut(A,m, o, m, 3) is also
a proof tree. It is a proof of I' = A if w1 is a proof of ' + v A+ A and mo
is a proof of ' = A+ [(: A.

— If 7 is a proof tree, then weakenleft(a, ) is also a proof tree. It is a proof of
't A ifrmis aproof of ' —ak A.

— If 7 is a proof tree, then weakenright(3, ) is also a proof tree. It is a proof
of ' A if wis a proof of ' H A — 3.

— If 7 is a proof tree, then contrleft(ay, 7, ag) is also a proof tree. It is a proof
of ' A if wis a proof of I' + aq: Alas] F A.

— If 7 is a proof tree, then contrright(81, 7, B2) is also a proof tree. It is a proof
of ' A if wis a proof of I' = A + (1: A[Ba].

— If m is a proof tree, then trueleft(a, ) is also a proof tree. It is a proof of
' Aif el =T, and 7 is a proof of I — a F A.
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trueright(3) is a proof tree. It is a proof of ' A if A[B] =T.
falseleft(«) is a proof tree. It is a proof of I' B A if I'la] = L.
falseright(8, 7) is a proof tree. It is a proof of I' = A if A|f] = L and 7 is a
proof of ' A — (.
If 7 is a proof tree, then negleft(a, w, 3) is also a proof tree. It is a proof of
I'+ A if I'la] has form —A, and 7 is a proof of I' = A+ [: A.
If w is a proof tree, then negright(3,m, &) is also a proof tree. It is a proof of
'+ A if AlF] has form = A, and 7 is a proof of I' + ac A+ A.
If w is a proof tree and oy # aa, then andleft(a, 7, a1, ) is also a proof
tree. It is a proof of I' = A if I'[a] has form AN B, and

mis a proof of (I' — ) + a;: A+ as: B+ A.
If 71,79 are proof trees, then andright(3, 71, 81,72, B2) is also a proof tree.
It is a proof of I' = A if A[B] has form AN B,

m 4s a proof of I'F (A — B) 4+ B1: A, and

7o 18 a proof of I' = (A — B) + [a: B.
If w1, 7o are proof trees, then orleft(a, 71, a1, o, aia) is also a proof tree. It
is a proof of I' b A if Ala] has form AV B,

m1 is a proof of (I' —a) + ay: A+ A, and

ma is a proof of (I' — a) + ag: B+ A.
If 7 is a proof tree and [y # P2, then orright(83, 7, 31, B2) is also a proof tree.
It is a proof of I' b A if AlB] has form AV B, and

7 is a proof of I' = (A — 3) + B1: A + (o: B.
If 7 is a proof tree, then impliesleft(c, 71, 81, T2, ag) is also a proof tree. It
is a proof of I' b A if I'[a] has form A — B, and

1 4s a proof of (I’ — ) A+ B1: A, and

o 48 a proof of (I’ — a) + as: B+ A.
If 7 is a proof tree and «y # B2, then impliesright (8, 71, ay, w2, B2) is also a
proof tree. It is a proof of I' = A if AlB] has form A — B,

1 48 a proof of I' + a;: A+ (A — B) + B2: B.
If 7 is a proof tree and oy # aw, then equivleft(a, 7, a1, ) is also a proof
tree. It is a proof of I' b A if I'|a] has form A < B, and

7w is a proof of (I' — o) + a1: (A — B) + aq: (B — A) - A.
If w1, 79 are proof trees, then equivright(0, w1, 81,72, B2) is also a proof tree.
It is a proof of I' b A if A[B] has form A < B,

m is a proof of I' - (A — B) + p1: (A — B), and

o is a proof of I' = (A — B) + Ba: (B — A).
If m is a proof tree and t is a term, then forallleft(a, 7, a1,t) is also a proof
tree. It is a proof of I' = A if I'[a] has form Yz P and w is a proof of
(I'—a)+a;:Plx =t F A
If m is a proof tree and y is a variable, then forallright(5, 7, 1,y) is also a
proof tree. It is a proof of I' = A if A[G] has form Vx P,

y 18 not free in I') A or P, and

7w is a proof of '+ (A — B) + B1: Pz := y].
If w is a proof tree and y is a variable, then existsleft(«, 7, a1,y) is also a
proof tree. It is a proof of I' = A if I'[«] has form Jx P,

y 1s not free in I, A or P, and

m is a proof of (I'+ a) + a: Plz:=y|F A
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— If 7 is a proof tree and t is a term, then existsright(53,m, 81,1) is also a proof
tree. It is a proof of I' b A if AlB] has form Jx P and
7 is a proof of I' = (A — §) + pq: Pz :=t].
— Ift is a term, then eqrefl(3,t) is a proof tree. It is a proof of I' b A if
Al = (t=t).

— If m is a proof tree and p is a position, then replleft(aq, as,m, p, as3) is also
a proof tree. It is a proof of I' b A if I'lay] has form t1 = ta, if I'las] has
form A,[ta], and 7 is a proof of (I' — aa) + az: Ap[t1] F A.

— If 7 is a proof tree and p is a position, then replright(«a, 81,7, p, B2) is also a
proof tree. It is a proof of I' = A if I'[a] has form t1 = ta, if A[B1] has form
B,[t1], and 7 is a proof of I' = (A — B1) + B2: B,[ta].

As an example, consider the following proof:

ap:A, as: B+ (1:B ap:A, ag:BFE (50 A

ap:A, as:BF3:BANA

awANBFGBBANA

It can be represented by the following proof term:

andleft (o, andright (3, ax(az, 1), 81, ax(ai, 52), B2), a1, az).

Following [5], we consider a rule as a binder that binds the labels that it
introduces in the subproofs where the label is introduced. For example,
andleft(«, 7, a1, ag) introduces the labels «q, ap in 7. Therefore, it can be viewed
as binding any occurrences of aq, as in w. Likewise, we consider
forallright(8, 7, 51, y), as a binder that binds any occurrences of y in 7.

Viewing the rules as binders makes it possible to define a notion of a-
equivalence of proofs. This has the advantage that label conflicts can be resolved
by renaming labels. Without a-equivalence, a rule introducing some formula with
label a0 cannot be applied on a labelled sequent already containing «. However,
if we use a-equivalence, we can rename « into a new label o’ and continue proof
checking. As an example, the proof tree given a few lines above would not be a
proof of a: AA B, aj: A F (:B A A. Using a-equivalence, we can replace a; in
the proof tree by some o} and the sequent will be accepted. The main advantage
of this is that proof checking becomes monotone:

Lemma 2. If 7 is a proof tree, which is a proof of some labelled sequent I' - A,
and ' CI', AC A, then 7 is also a proof of I'" = A’.

The following property is important for proof reductions. It is assumed that
substitution is capture avoiding:

Lemma 3. Let w a proof of labelled sequent I' = A containing a free variable x.
Let t be some term. Then [z :=t] is a proof of (I' - A)[x :=1].
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The following property is important, because it makes it possible to use proof
terms as schemata, i.e. as objects that can be instantiated.

Theorem 1. Let w be a proof of a labelled sequent I' = A. Let A(xq,...,zy)
be an n-ary atom occurring in I' b A, s.t. x1,...,x, are its free variables. Let
F(z1,...,Zn,Y1,...,Ym) be a formula having at least free variables x1,. .., Ty,
and with possible other free variables y1, ..., Ym. Assume that no occurrence of
A(zy,...,xy,) in I' B A is in the scope of a quantifier that binds one of the y;
and that no occurrence of A(x1,...,xy) in a cut formula occurring in m is in
the scope of a quantifier that binds one of the y;. Let ' be obtained from m by
substituting A(x1,...,x,) := F(z1,...,Zn,Y1,-.-,Ym) in every cut formula in
7. Then @' is a proof of (I'F A)[A(x1,...,2n) = F(X1,. .., TnyY1s- - Ym)]-

Note that when 7 is cut free, then 7’ = 7. The reason that Theorem 1 holds, is
the fact that the cut rule is the only rule that explicitly mentions formulas.

In case variables from y1,..., ¥y, are caught, it is always possible to obtain
an a-variant of I' - A and =, s.t. no capture takes place. The same holds for
any cut formula in 7.

As an example, consider the sequent Vz(A(z) A B) F (VzA(x)) A B, which
clearly has a cut free proof. Lemma 1 allows to substitute P(y, z) for B, (because
y and z are not caught), but it does not allow to substitute P(z,y, z) for B. The
sequent can be renamed into V1 (A(z1) A B) F (Vz1A(x1)) A B.

4 The Negation Normal Form Transformation

We describe in detail how we intend to implement the negation normal form
transformation with proof generation.

Definition 4. Formula F' is in negation normal form (NNF) if (1) F does not
contain — or <, (2) negation is applied only on atoms in F, (3) if F' contains
T (or L,) then F =T, (or L).

A formula can be easily transformed into NNF by two rewrite systems. The
first rewrite system removes — and <, and it pushes the negations inwards. The
second rewrite system moves 1 and T upwards until they either disappear, or
reach the top of the formula. The rewrite systems could be combined into one
rewrite system, but that would be inefficient, because the two rewrite systems
are more efficient with different rewrite systems. The first rewrite system is given
by the following table:

A— B = -AVB
A< B = (mAV B)A(AV -B)

-—A = A
-(AVB) =-AAN-B
-(AANB) = -AV-B
—(Vz P(z)) = 3z ~P(x)
(3z P(z)) = Vz —~P(z)

-
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The following algorithm normalizes a formula under the set of rules.

Algorithm 1
formula nnf12(formulaF’)
begin
while there are a rule A = B and a substitution O, s.t.
AO =F do
F := B6O
if F'is an atom, A= 1 or A=T, then return F
if F' has form —A, with A an atom, A= 1, or A= T, then return —A.
if F has form A A B, then return nnf12(A) A nnfl2(B )
if F has form AV B, then return nnf12(A) V nnfl2(B)
if F has form Vx P(z), then return Vo nnfl2(P(x))
if F' has form 3z P(x), then return 3x nnfl2(P(x))
end

The algorithm implements a particular rewrite strategy, namely outside-
inside normalization. It assumes that the rewrite front starts at the outside
and then moves inward. When the formula has been normalized at one point,
then this point does not need to be reconsidered anymore. There second part of
the rewrite system needs exactly the opposite strategy, inside-outside normal-
ization. If one would combine the systems, one would have to look for possible
rewrites everywhere in the formula, which is less efficient.

Definition 5. A justified sequent is a pair of form (ac AF (:B, w), s.t. a« # 8
and m is a proof of c A+ (:B. A justified rewrite rule is a justified sequent
(v AF B:B, m), s.t. A= B is a rewrite rule.

There is no formal distinction between a justified sequent and a justified rewrite
rule, but we give them different names because their roles are different.

We now modify the rewrite algorithm, so that it will output a proof at the
same time with its result. It will do this by returning a justified sequent.

Algorithm 2 Function nnf12(F, @) returns a justified sequent (c: F' + 5: F' ),
s.t. F/ = nnfl12(F), and B is some new label.
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justifiedsequent nnfl2( formula F, label «)
begin
array of justifiedsequent IT;
Initialize IT to the empty (zero length) array.
while there are a justified rewrite rule (o’: A"+ 3:B’, ©') and
a substitution O, s.t. A’©@ = F do
begin
Let v be a new label, not occurring in II, and distinct from c.
Assign ' = 7'[ == a, ' :=7]. (so that ©’ now proves a: A’ Fy:B)
Append (: A'O &+ v:B'O, ©') to II. (the length of II is increased by 1,
there is no need to modify ©' because of Theorem 1)
Assign F := BO.
Assign o = 1.
end
If F is an atom, F = 1 or F =T, then
return applycut(IT).
If F has form —A, where A is an atom, A= 1 or A=T, then
return applycut(IT).

If F' has form A N Ay, then
begin
Let aq, o, 8 be new, distinct labels.
Assign By, 1, m1 from (a1: Ay F B1: By, m) :=nnfl2(41,aq)
Assign Ba, B2, o from (ag: Ag b B2: Ba, m) := nnfl2(As, )
Append c: Ay N Ag = B: By A Ba,
andleft(c,
andright(/3,
weakenleft(ao, 1), 01,
weakenleft(ay, ), B2),
a1,a) ) to I1.
return applycut(IT)
end

If F has form A1 V Agy, then
begin
Let aq, s, 8 be new, distinct labels.
Assign By, B1,m from (a1: Ay b B1: By, m1) := nnfl2(A;, aq)
Assign Ba, Ba, o from (ag: Ag b B2: By, m) := nnfl2(As, )
Append (c: A1V As b 3: By V Ba,
orright(,
orleft(a,
weakenright(fa, 71), a1,
weakenright (5, m2), az),
B1.82) ) to II.
return applycut(IT).
end
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If F has form Yz P(x), then
begin
Let ay and (B be a new, distinct labels.
Assign Q(x), f1,m from (a1: P(x) b f1: Q(x), m1) := nnfl2(P(x), aq)
Append (a:Vx P(z) F B:Vx Q(x),
forallright (3, forallleft(cv, w1, a1, x), 81, x) ) to I1.
return applycut(IT)
end

If F has form 3x P(x), then

begin
Let oy and 3 be new, distinct labels.
Assign Q(x), b1, m1 from (ar: P(x) - B1:Q(z), m1) := nnfl2(P(z), oq)
Append (c:3x P(z) F B: 3z Q(x),

existsleft(q, existsright (8, m1, 81, ), a1, x) ) to II.

return applycut(IT)

end

end

Function applycut(IT) combines the proofs m; of o A; b By By into one proof
by using the cut rule. It must be the case that B;11 = «;, and B;y1 = Ay, for
1 <qd< ||

(justifiedsequent) applycut( array of justifiedsequent IT)
begin

X is a variable of type labelled sequent.

w15 a variable of type proof tree.

Assign (X, 7) = 11,

fori:=2 to |II| do
begin
Assign (v AF 3:B) =X
Assign (B: B+ ~v:.C, p) = II;
Assign X = Al v:C
Assign 7 = cut(B, weakenleft(, p), 3, weakenright (v, ), 3)
end
return (X, )
end

We now come to the second part of the rewrite system that will ensure the
third condition of Definition 4.

78



Avli=A ANL = L
AVT =T ANT = A
1lvA= A 1ANA= L
TVA=T TANA=A
Ve L = L dr 1 = L
Ve T =T dx T =T

In order to obtain a normal form, Algorithm 1 cannot be used, because the
outside-inside strategy does generally not result in a normal form. Instead, an
inside-outside rewrite strategy has to be used:

Algorithm 3

formula nnf3 (formula F' )

begin
if F'is an atom, A= 1 or A=T, then G :=F
if F' has form —A, with A an atom, A= 1, or A=T, then G:=F
if F' has form A A B, then G := nnf3(A) A nnf3(B)
if F has form AV B, then G := nnf3(A) V nnf3(B)
if F has form Vx P(z), then G := Vx nnf3(P(x))
if F has form 3z P(z), then G := 3z nnf3(P(x))

while there are a rule A = B and a substitution O, s.t. AO = G do
G := BO

end

Algorithm 3 differs from Algorithm 1 only in the fact that rewriting on the
current level is attempted only after the subterms have been normalized.

Algorithm 2 can be easily modified correspondingly, by moving the while-
loop in the beginning towards the end. It can be also easily adopted to situations
where more complicated rewrite strategies are needed.

5 Subformula Replacement

Some steps in the clausal normal form transformation can cause exponential
blowup of the formula. The problematic steps are the replacement of A «— B
by (wAV B) A (AV —B), and the factoring of conjunctions over disjunctions
performed by the following rules: (AAB)VC = (AVC)A(BVC), AV(BAC) =
(AVB)A(AV(O).

Expansion of < would cause exponential blowup on the following sequence of
formulas

(a1 < (ag < -+ (an—1 < an))), n > 0.

Factoring would cause exponential blowup on the following sequence of formulas

(a1 Ab1) V-V (an Aby), n>0.
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In order to avoid this, it is possible to use subformula replacement. For example,
in the last formula, one can introduce new symbols x1, ..., z,, and replace it by
the equisatisfiable set of formulas

1V Vg, 1o (ag Aby),...,xpn < (an Aby).

Subformula replacement as such is not first-order, but it can be easily dealt with
within first-order logic, by observing that the new names are abbreviations of
certain formulas. During the CNF-transformation, we allow to add premisses of
the following form to the set of premisses:

vxl"'xn X($1,---733n) <—)F(I1,...,.Tn).

X is a new symbol that does not yet occur in the premisses and also not in

F(x1,...,2,). When the resolution prover succeeds, one obtains a proof 7 of a
sequent I, Dq,..., Dy F L, in which I" is the set of original first-order formulas,
and Dy, ..., Dy are the introduced premisses, which are all of form

V.’lf]_ an Xj(x17._.,l‘nj) — Fj(ml,...,xnj), for 1 S] § k.

A new symbol X; can occur in Fj, only when j* > j, and it cannot occur in
I'. By substituting the X; away and applying Theorem 1, the proof 7 can be
transformed into a proof n’ of I', Ex, ..., Ey - L in which each E; has form

Vl’l"'xnj F(xh,,,,xnj) <—>F(:L‘1,...,.%'nj).

These are simple tautologies which can be proven and cut away.

6 Antiprenexing

The purpose of anti-prenexing (also called miniscoping) is to obtain smaller
Skolem terms. In many formulas, not everything that is in the scope of a quan-
tifier, does also depend on this quantifier. If one systematically factors such
subformulas out of the scope of the quantifier, one can often reduce dependen-
cies between quantifiers. For details, we refer to [4], here we give only a few
examples:

Ezample 1. Without anti-prenexing, Va Jy[ p(x) A q(y)] skolemizes into

Vz [p(x) Ag(f(x))]. Antiprenexing reduces the formula to ( Va p(x) )A( 3y q(y) ),

which Skolemizes into ( Vz p(x) ) A g(c).
Without anti-prenexing, Va Jy1y2 [p(y1) A gz, y2)] skolemizes into

Ve [ p(fi(x)) A q(x, f2(z)) |. Antiprenexing reduces the formula to

YV [3y1 p(y1) A Jy2 q(z,y2)], which Skolemizes into Va [p(c1) A ¢(f2(x))]-
Without anti-prenexing, Vo Jy [p(x) A q(y) A r(x)] skolemizes into

Vaelp(x) A q(f(x)) Ar(x)]. Antiprenexing can reduce the formula to

Va [p(z) Ar(z) A Jy q(y)], which can be Skolemized into Vz [p(z) A r(x) A q(c)].
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As far as we can see, all replacements can be handled by the following 'rewrite
system’:

AV B = BVA ANB =BANA

AV(BVC) = AVBVC AAN(BAC) = AABAC
vz (P(r) AQ) = (Vo P(x)) AQ z (P(x) NQ) = 3z P(z)) A Q

Vx(P/\Q( )) = P AV Q(x) EIx(P/\Q(x)):P/\EIxQ()
vz (P(z)V Q) = (Vx P(z)) vV Q z (P(r)V@Q) = 3z P(x))VQ

Vac(P\/Q( )) = PVVz Qx) Hx(P\/Q( )) = PV Iz Qx)

Yz P =P dx P =P

VaVy P(x,y) = VYyVz P(x,y) JxIy P(z,y) = Jydx P(z,y)

The system is not a rewrite system in the usual sense, because an additional
strategy is needed for deciding when a certain rule should be applied. Straight-
forward normalization would not terminate due to the presence of permuta-
tion rules. If one would remove the permutation rules, one would often not
obtain the best possible result. For example, in the last formula of the example,
(p(x) A q(y)) Ar(x) first has to be permuted into (p(z) Ar(z)) A ¢(y), before the
rule 3z(P A Q(z)) = P A 3z Q(z) can be applied.

Despite the fact that the decision making is more complicated than was
the case for the NNF, Algorithm 2 can be still modified for anti-prenexing,
because the decision making plays no role in the proof generation. For the proof
generation, only correctness of the rules matters, and all rules can be easily
proven correct.

7 Proof Reductions

Proof reductions are important, because they make it possible to obtain modu-
larity and flexibility. For a detailed motivation, we refer to [1]. There, a special
calculus called replacement calculus was introduced which allows for certain re-
ductions that remove repeated building up of the same context in a proof. In
sequent calculus, the standard reductions of cut elimination correspond to the re-
ductions of the replacement calculus, so there is no need anymore for the replace-
ment calculus. For the purpose of proof simplification, one should implement all
standard reductions of cut elimination (see [3]), except for the permutation of a
cut with a contraction, because this permutation is the cause of increasement in
proof length.

The proof reductions are needed in order to combine the repeated building
up of contexts. Suppose that one has a big formula of form F[A;], that A4 is first
rewritten into Ao, and after that into Az. Algorithm 2 lifts a proof of A; F A,
to a proof of F[A;] F F[As]. After that, it lifts a proof of Ay - A3 to a proof of
F[A3] F F[A3], which is then combined, using cut, into a proof of F[A;] - F[A3].
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However, it would be more efficient to first apply cut on A; F As and A - As,
resulting in A; + As, and lift this proof to F[A4;] - F[As3].

Combination of context lifting can be done only if one knows in advance the
order in which the replacements will be made, and when they are near to each
other. This was the case for the NNF-transformation, and Algorithm 2 makes
use of this fact, both for the outside-inside strategy, and for the inside-outside
strategy.

If one does not know the order of replacements in advance, then Algorithm 2
will not avoid repeated lifting into the same context. This would be the case
for anti-prenexing. In that case, one has to rely on proof reductions. Using the
standard reductions of cut elimination, the cut on the top level can be permuted
with the rules that build up the context, until it either disappears, or reaches a
contraction.

Using proof terms, the reductions can be easily implemented by a rewrite
system on proof terms. We give a few examples of the reductions involved, and
give the corresponding rewrite rules:

'+ A, Gi:A ' A, B9:B I, a1 A, a:BF A
I'FA BAANB I wANBE A
I'tA
is replaced by
'k A, pi:A I, a1 A, a:BF A
I't A, (B2:B I, a:BE A
'+ A.

The corresponding rewrite rule is
cut(A A B, andleft(a, m, aq, as), o, andright (8, w1, 51, 72, 52), 8) =

Cllt(B7Cut(A,7T,Oé1, 7T1,61)7O[2, 7T2762)-

The following proof fragment

'+ A, p1:Plx :=1y] I a;:Plz:=t]F A

'+ A, g:vVx P(x) I' a:Vax P(z) - A

I'FA

reduces into
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't A, p1:Plx:=t] I' ap:Plz:=t|F A

I'rA

The corresponding rewrite rule is
cut(Ve P(x), forallleft(o, ma, a1, 1), a, forallright (8, 71, 81, v), 8) =

cut(Plx :=t], me, a1, m[y :=t], B1)-

8 Conclusions

We have shown that implementing the CNF-transformation with proof genera-
tion is possible. We have given a data structure (inspired by [5]) for the repre-
sention of sequent calculus proofs, which is concise, and which allows for imple-
mentation of proof reductions. We have given a general translation algorithm,
based on rewriting, that covers nearly all of the transformations involved.
Proof generation will not be feasible for formulas that are propositionally
complex. Such formulas will have exponentially large proofs, (because probably

NP # co-NP.)
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