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Chapter 1

Introduction

Much work in the design of multi-agent systems (MAS) [158] has focused on the de-
sign and engineering of individual agents; for example, theproblems of designing and
implementing effective trading strategies for agents participating in e-commerce mar-
ket places, or the design of effective learning algorithms for adaptive agents. However,
increasingly attention is being turned to the design of the infrastructure, or the envi-
ronment, underlying the interactions between individual agents in aMAS; for example,
the problem of designing rules governing the operation of ane-commerce market in-
stitution, or the design of interaction protocols governing agent argumentation. The
justification for the latter approach is that often asMAS designers we are responsible
for engineeringopensystems, in which we do not have control over the exact behavior
of the agents connecting to our system; these agents are, after all, autonomous. Rather,
we build a set of standards and protocols with which our agents are free to interact,
and if we have designed our infrastructure robustly, the system as a whole will ex-
hibit our desired design properties despite the fact that itconsists of possibly millions
of autonomous agents interacting with each other in ways we have not prescribed in
advance.

Such systems are known asself-organising complex systems(SOCS) [64] 1. Exam-
ples of such systems are market places, ecosystems, nervoussystems, neural networks,
co-evolving systems, and of course, multi-agent systems. They are complex, in the
sense that they consist of many parts with many interactionsbetween them and ex-
hibit non-linear, hard-to-predict behaviour, and they areself-organising in the sense
that macro-level stabilities emerge despite the underlying complexity. As an example,
consider a stock market consisting of hundreds of thousandsof traders. Each trader

1The precise definition of a self-organising complex system is highly contentious, and there are many
to choose from [55]. There is a particular sub-class ofSOCSthat exhibit a property called self-organised
criticality [4], meaning that the attractors of the system lie on critical points (eg phase transitions) between
order and chaos. It is suggested that the long-tail distribution of time intervals between events such as
market crashes in the business cycle are due to criticality [81, 88]. However, for the purposes of this thesis
the property of self-organised criticality is not considered theessentialdefining feature of a self-organising
system or a market. Nevertheless the analysis and methods introduced in this thesis do notprecludechaotic
dynamics or critically-poised behaviour. We will return tothis discussion in Chapter 8.

1



2 CHAPTER 1. INTRODUCTION

is an autonomous agent, free to trade using whatever strategy they want. Individual
prices at any given time are determined by the trading behaviour of all of other agents
trading in the market; thus the actions of each agent can potentially influence all other
agents; there are many interactions between the componentsof the system. Many as-
pects of the market’s behaviour are chaotic or hard to predict, for example the price of
an individual stock, or the profits of an individual trader. Yet despite this complexity,
the variables that the stock-market “designer” is interested in, for example the overall
market efficiency, remain at consistently satisficing values. Additionally, such systems
are robust to exogenous perturbation; for example, after the stock market has been sub-
jected to a shock, such as a market crash, the system eventually settles back into a state
in which the design variables, for example market efficiency, are held at desirable val-
ues despite the fact that there is no explicit top-down control mechanism for achieving
this. Such self-healing or homeostatic behaviour is typical of SOCSin general. These
systems possess state-space dynamics with attractors and stable states (also known as
equilibria) that lead the system to homeostatic states– that is, states in which our design
variables are maximised or held within desirable ranges.

As designers of a multi-agent system, we are therefore tasked with ensuring that
the complex system embodied by ourMAS possesses attractors or equilibria in which
our design objectives are met. But how can we affect the dynamics of our system if we
are not allowed to prescribe the behaviour of individual agents — what free variables
are at our disposal? The answer, of course is outlined above;in MAS design prob-
lems we typically have some control over the environment or infrastructure in which
third-party agents interact. This can take the form of, for example, rules governing an
auction mechanism, or the protocols used by agents for argumentation. Small changes
in these rules or standards can have dramatic effects on the behaviour of the agents
using these rules, and can radically alter the underlying dynamics of the system in sur-
prising ways. By altering the underlying dynamics, we are sometimes able to adjust
the system so that the stable states of the system exhibit thehomeostatic properties we
desire. For example, in a market-design context, by tweaking the rules of the market,
we are sometimes able to design systems in which optimal allocative-efficiency is an
emergent stable macro-property of the system.

Economists have studied similar design problems in the context of auction theory
[80] andmechanism design[122, p. 640] [142]. In a mechanism design problem, the
task of the designer is to choose the rules of the auction in such a way that the de-
signer’s objectives are met when agents play their optimal strategies. One of the main
difficulties in solving this problem is computing the optimal strategies, as the best strat-
egy to play depends on what strategies are being played by other agents; the number
of agents can vary significantly, and the strategy space can be very large. The standard
technique is to view each possible set of auction rules as defining a particular game,
and then to use game theory to “solve” this game by finding the set of strategies com-
prising aNash equilibriumof the game — the set of strategies that are best responses
to each other. For many scenarios, especially for single-sided auctions comprising a
single seller and multiple buyers, auction theory and mechanism design yield clear-cut
results. However, in the general case the problem is analytically intractable, especially
when it comes to analysingdouble-sidedauctions, also known as exchanges, in which
we allow multiple sellers as well as multiple-buyers. In thenext section I shall describe
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our motivation for studying double-sided auctions.

1.1 Exchanges & their theoretical significance

A double-auction mechanism is a generalization of an auction in which there are mul-
tiple sellers as well as multiple buyers, and both buyers andsellers are allowed to
exchange offers simultaneously. Since double-auctions allow dynamic pricing on both
the supply side and the demand side of the marketplace, theirstudy is of great impor-
tance, both to theoretical economists [77], and those seeking to implement real-world
market places. On the one hand, economists who are interested in theories of price
formation in idealized models of general markets have oftenturned to exchange-like
models such as Walrasian tâtonnement, to describe and understand the price-formation
process [17], and on the other hand, variants of the double-auction are used in large
real-world exchanges to trade commodities in marketplaceswhere supply and demand
fluctuate rapidly, such as markets for stocks, futures, and their derivatives.

However, the models of exchanges traditionally used by economists in general
equilibrium theory are often simplified for the purposes of analytical tractability to such
an extent that they are of scant relevance to the designers ofreal-world exchanges, and
even, it is sometimes argued, of scant relevance to the theoretical modelling of markets
[48]. For example, one important simplification often made is that the number of agents
participating in a market is very large; this simplificationallows relative market power
and consequentstrategic effectsto be ignored. However, in many real-world market-
places, such as deregulated wholesale electricity markets, there may be relatively few
competitors on one or both sides of the market. With small numbers of participants,
general equilibrium models break down [88, p. 10] because they fail to allow for mar-
ket power, and the potential gains of strategic behavior, ofparticipants.

1.2 Auction Theory & Mechanism Design

Auction theory can be thought of as an alternative approach to general equilibrium
theory, in which we build a more sophisticated micro-model of the marketplace, and
we use game-thoeretic techniques to analyse the rational behavior ofindividual agents
faced with different pricing institutions. Whereas neoclassical equilibrium theory of-
ten abstracts away from the details of individual agents, game-theoretic models allow
economists to build sophisticated micro-models of individual agents’ reasoning and
preferences. In many scenarios, especially in analyzing single-sided monopoly mar-
kets, these models have been spectacularly successful to the extent where they have
been directly applied to the design of real-world auctions for high-value government
and corporate assets [76]. However, in other practical scenarios, especially when it
comes to analyzing and designing double-sided markets, such as exchanges, there are
still a number of problems with the theory, which we shall briefly review.

Auction-theorists typically analyze a proposed market institution by defining a set
of design objectives, and then proceed to show that these design objectives are brought
about when rational agents follow their best strategies according to a game-theoretic
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analysis. The task of choosing the rules of the market institution so that these objectives
are brought about is calledmechanism design. The typical design objectives considered
by mechanism designers are2:

Allocative efficiency: The outcome of using the mechanism should be optimal in
some defined sense, for example, the total surplus generatedshould equal the
available surplus in competitive equilibrium.

Budget balance: No outside subsidy inwards or transfers outwards are required for a
deal to be reached.

Individual rationality: The expected net benefit to each participant from using the
mechanism should be no less than the net benefit of any alternative.

Incentive compatibility: Participants should not be able to gain an advantage from
non-truth-telling behavior.

In many applications, auction-theory demonstrates the existence of market mechanisms
that satisfy all of these properties when agents follow rationally prescribed bidding
strategies. However, the impossibility result of [94] demonstrates that nodouble-sided
auction mechanism can be simultaneously efficient, budget-balanced and individually-
rational. Moreover, many of the underpinnings of the theoryassume that designers’
interests are restricted to only the aforementioned properties. For example, the rev-
elation principle [80, p. 62] states that, without loss of generality, we may safely
restrict attention to mechanisms in which agents reveal their types truthfully. How-
ever, this result does not take into account the potential cost or other practicalities of
polling agents for their type information. Once minimizingthe cost of revelation is
introduced as a design objective, the revelation principleceases to hold, because there
may exist partial-revelation mechanisms with non-truthful equilibria which sacrifice
incentive-compatibility for expedience of revelation. This is of more than academic
interest, since in real-world electronic exchanges it is rarely possible to pollall agents
for their valuations before clearing the market; hence thecontinuousdouble-auction,
in which we execute the clearing operation as new offers arrive, thus increasing trans-
action throughput at the expense of incentive-compatibility.

In designing market places, as with any other engineering problem, we often need
to make such tradeoffs between different objectives depending on the exact require-
ments and scenario at hand. We can often satisfactorily solve such multi-objective
optimisation problems, provided that we have some kind of quantitative assessment of
each objective, yet classical auction-theory provides only a binary yes or no indica-
tion of whether each of its limited design objectives is achievable, making it extremely
difficult to compare the different trade-offs.

Further complications arise when we attempt to use auction-theory to analyze ex-
isting (“legacy”) market institutions. Exchanges such as the London Stock Exchange3

have been in existence far longer than game-theory and auction-theory, thus, unsurpris-
ingly, the original rules of the institution were not necessarily based on sound game-
theoretic or auction-theoretic principles. Moreover, it is unrealistic to expect that core

2I will give more formal definitions of these desiderata in Chapter 3
3http://www.londonstockexchange.com/
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financial institutions such as these radically alter their rules overnight in response to
the latest fashionable developments in auction-theory or game-theory. Rather, it may
be more salient to view financial institutionsevolvinggradually and incrementally in
response to a changing environment. Similarly, agents participating in these institutions
do not necessarily instantaneously and simultaneously adjust their trading behavior to
the theoretical optimum strategy; for example, adoption ofa new trading strategy may
spread through a population of traders as word of its efficacydiffuses in a manner akin
to mimetic evolution.4 Thus, we may think of the institutions we see today as the out-
come of aco-evolutionaryadaptation between financial institutions on the one hand,
and trading strategies on the other.

The issue of legacy institutions has ramifications for mechanism design; in these
contexts the choice of adjustments to the auction rules may be tightly constrained by
existing infrastructure, both physical and social; thus itmay be necessary to examine
theattainabilityof equilibria under the new design given existing strategicbehavior in
the legacy design. Classical auction theory relies on classical game-theory which in
turn says nothing about thedynamicsof adjustment to equilibrium.

For such applications, we need to turn to models of evolutionand learning in strate-
gic environments; models that we collectively categorize under the banner ofevolu-
tionary game theory. Models of learning and evolution as applied to agents’ strategies
are not new. Where my approach differs, however, is in the application of models of
learning and evolution to the market mechanism itself, a newfield I call evolutionary
mechanism design.

1.3 Thesis outline

In this thesis I introduce an iterative methodology for carrying out evolutionary mech-
anism design. The broad outline of the methodology is as follows. We start with an
initial set of auction rules comprising a mechanismµ, in which we observe a set of trad-
ing strategiesS. All of these are refined iteratively in response to direct observations of
the real life marketplace (in vivoanalysis), as well as forecasts based on simulation and
game-theoretic analysis (in vitro analysis). The method is outlined by the pseudo-code
on page 6: we start by performing an analysis of our initial strategies to see if there are
hitherto unanalysed strategies that might upset the statusquo (step 2); we then publicise
our analysis to participants and update our analysis based on observations of the real
market (steps 3 to 5); and finally we choose new mechanism rules that maximise our
design objectives based on our current analysis of the market (step 7) before iterating
the design cycle.

In the rest of this thesis I will define the various steps of this method in detail, and
provide a empirical validation that it is both computable and effective. The outline is
as follows. In Chapter 2, I survey the existing work that I draw upon. In Chapter 3,
I define the space of mechanismsµ that will be analysed, and explore some of the
difficulties that arise when using conventionalanalyticaltechniques to assess the prop-
erties of these mechanisms. In Chapter 4, I discuss the spaceof strategiesS . Given

4The adoption by derivatives traders of the Black-Scholes equation for option pricing provides an example
[84].
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input : A set of initial heuristic strategiesS, and a legacy mechanismµ
repeat1

S ← FiSH+(S, µ);2

publiciseS to participants;3

~x← frequency of each strategy observed in vivo;4

S ← S ∪ { strategies observed in vivo} ;5

Λ← space of feasible variants ofµ;6

µ← arg maxµ∗∈Λ EvaluateDesignObjectives(µ∗, S, ~x);7

implement rules defined byµ;8

until forever ;9

Algorithm 1 : Evolutionary mechanism design

the difficulties of a purely analytical approach in assessing the properties of strategies
and mechanisms, in Chapters 5 and 6 I introduce and validate aframework forsimu-
lating the interaction between strategies and mechanisms in orderto assess the likely
outcome. In Chapter 7, I give a brief overview of an existing methodology called empir-
ical game-theory that can be used to combine the results of a simulation approach with
a rigorous game-theoretic analysis. In Chapter 8, I introduce a semi-automated method
for computing the functionEvaluateDesignObjectives() using empirical game-theory
in conjunction with the simulation framework. In Chapter 9,I introduce the algorithm
FiSH+, which can be used to discover anewset of strategies that are likely to be played
given a mechanism and an existing set of strategies. In Chapter 10, I outline a method
for computing the full optimisation functionarg maxµ EvaluateDesignObjectives()
and empirically validate it with respect to a subset of the space ofµ andS. Finally, in
Chapter 11, I summarise my findings and discuss future work.



Chapter 2

Literature Review

2.1 Economics and Artificial Intelligence

It has long been understood that Artificial Intelligence (AI )1 has strong roots in eco-
nomics [122, p. 9]; whilst the latter is traditionally concerned with idealized models of
agents2 interacting in realistically complex environments, the former has placed more
emphasis on realistically complex agents interacting in idealized environments. Indeed,
one of the pioneers ofAI , Herbert Simon3 was originally motivated in much of hisAI

research by attempts to build more complex models of agents’behaviour in economic

1For the purposes of this chapter, the definition ofAI is taken from [122, p. vii]: “The main unifying
theme is the idea of anintelligent agent. We defineAI as the study of agents that receive percepts from the
environment and perform actions”.

2Of course, the precise definition of the phrase “intelligentagent” is itself highly contentious. The use of
the word “agent” in anAI context did not enter into mainstream use until the mid 1990s. However, taking
the perspective of Russell and Norvig [122], this was not because intelligent agents did not exist prior to
the introduction of this phrase, but rather because they were known by different terminology, and because
the emphasis prior to the intelligent-agent approach was towork on the individual components of agent
design (vision, planning, knowledge-representation, etc.) in isolation, without necessarily focusing on the
inherent problems entailed in building a “whole-agent” architecture [122, p. 27]. However, researchers were
still working on intelligent agents prior to 1995; whereas aplanning system hooked up to a physical robot
might have been called “an experiment in situatedAI ” during the 1980s, the same system might have been
described as “an intelligent agent” in the late 1990s. Thus we will use the word agent to mean “an entity
that receives percepts from the environment and performs actions. Each such agent implements a function
that maps percept sequences to actions.” [122, p. vii]. Since we will be sometimes be taking a decision-
theoretic perspective, we will sometimes refer to this function as the agent’sdecision function(which solves
its decision problem). Note that humans are are compatibile with this definition of an intelligent agent (since
we take actions in our environment in response to sequences of percepts in accordance with some yet-to-
be-formulated function), and we shall intentionally use the phrase intelligent agent ambiguously to refer to
both artificial and “natural” agents; the latter tying in nicely with the usual meaning of the word agent in the
economics literature (which predates its use in computer science [91]). However, I urge the reader not to
take these definitions too rigidly; after all, to adapt a phrase from Shakespeare [128], an agent by any other
name would act just as rationally.

3Herbert Simon was co-winner of the 1975 Turing prize for “basic contributions to artificial intelligence,
the psychology of human cognition, and list processing” [97], as well as winner of the Nobel prize for
economics in 1978, and was co-author of the first automated reasoning program [122, p. 17], the Logic
Theorist, which was developed in 1955.

7
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environments (see, for example [23]).
Whilst the broad relationships between the two disciplineswere generally under-

stood from the inception ofAI , it was not until the late twentieth century and the birth of
the Multi-Agent Systems (MAS)4 [158] discipline that highly specialised theories and
concepts were imported from economics intoAI . Boutilier et al. [14] were amongst
the first to clearly articulate the specific relationships between economics andAI . The
particular significance of mechanism design in the context of multi-agent systems was
first discussed in [117] and [142], as summarised by Wellman:

“Within economics, the problem of synthesizing an interaction proto-
col via which rational agents achieve a socially desirable end is called
mechanism design. This is exactly the problem we face in designing dis-
tributed software systems, which suggests an opportunity to exploit exist-
ing economic ideas. ”[151]

More recently the theme of incentive-engineering has been taken up in the wider
computer-science community in contexts as diverse as information security [1], and
computer networking:

“If an artifact (a new congestion control protocol, a new caching scheme,
a new routing algorithm, etc.) is demonstrated to have superior perfor-
mance, this does not necessarily mean that it will be successful. For the
artifact to be ‘fit’, there must exist apathleading from the present situation
to its prevalence. This path must be paved with incentives that will moti-
vate all kinds of diverse agents to adopt it, implement it, use it, interface
with it or just tolerate it. In the absence of such a path, the most clever,
fast and reliable piece of software may stay just that.All design problems
are now mechanism design problems.” [104]

2.2 The Double Auction

This thesis focuses specifically on a particular class of economic mechanism – the
double auction. As discussed in the previous chapter, the double auction has come
to be recognized as an importantbenchmark problem, in both economics and multi-
agent systems. In particular, a landmark workshop held in Santa Fe [51] motivated
much contemporary research in this area by highlighting thedifficulty of agents’ de-
cision problems in non-idealized variants of this type of marketplace, and the Santa
Fe double-auction tournament was one of the first studies which used advanced agent-
based simulation in order to explore the properties of this mechanism [123]. To this day
the double-auction still represents an important benchmark problem by simultaneously
admitting of precise representations whilst stretching the bounds of both analytical
tractability and computational brute-force. In the following I will review analytical

4The field ofMAS grew from distributedAI [37], and is principally concerned with the issues that arise
when multiple intelligent agents interact with each other.This is in contrast to traditionalAI which tended
to focus on systems comprising a single agent. Multi-agent systems are generally harder to analyse because
the outcome of one agent’s action may depend on the action chosen by other agents.
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and computational approaches to the agents’ decision problem (traditionally the focus
of AI ), and the mechanism-design problem (traditionally the focus of economics) in
turn.

2.2.1 Analytical approaches

The core of the analytic approach to agents’ decision problems is based around the
theory of n-player non-zero-sum games as formulated by JohnNash [95], which I
shall discuss in more detail in Chapter 7. Nash’s insight wasthat in any interaction of
preference-maximising agents whose outcome depends on thejoint set of actions – that
is, a game – any given agent has a theoreticalbest responseto the actions chosen by the
other agents. By applying this reasoning recursively we arrive at the concept of a Nash
equilibrium; a situation in which every agent chooses actions that are best-responses
to the best-responses of other agents. Nash proved thateveryn-player game possesses
at least one equilibrium solution, thus providing a powerful theoretical framework not
only for optimizing one’s strategy in such an interaction (choosing a best-response),
but also in predicting a likely combination of joint actions(Nash equilibrium). Many
refinements have since been made to Nash’s theory, some of themost important being
Harsanyi’s concept of a Bayesian-Nash equilibrium (BNE) [63], which deals with situa-
tions where payoffs are dependent on some private unobservable properties of an agent
– the agent’stype(for example, the particular cards that an agent holds in a game of
poker), and Maynard Smith’s theory of evolutionary games [86, 56] which overlays a
dynamic model of gradual strategy-adjustment on top of the static equilibria of Nash’s
original formulation.

Game-theory provides a very powerfulgeneralframework for solving agent inter-
actions in theory, but it was William Vickrey [143, 144] who first saw the fundamental
economic significance of auctions and who first applied the theory of games in this
area giving birth to modern auction theory, as summarised byVijay Krishna in his
comprehensive overview of the state of the art [80].

Auction theory provides a comprehensive theoretical framework for analysing sin-
gle sided auctions – that is, auctions with a single seller and multiple buyers. However,
double-sided auctions – auctions with multiple sellers as well as multiple buyers – re-
main something of a theoretical oddity despite their increasing prevalence in economic
reality. Vickrey [143] demonstrated that no double-sided mechanism could simultae-
nously achieve the incentive-compatibility, individual-rationality, budget-balance and
efficiency desiderata. Subsequently d’Aspremont and Gérard-Varet [32] demonstrated
the existence of a budget-balanced mechanism that was able to achieve incentive-
compatibility in Bayesian-Nash equilibrium5 at the expense of individual-rationality.
McAfee [87] provided a formulation of a double-sided single-unit mechanism that
admitted of a dominant-strategy game-theoretic solution at the expense of budget-
balance, and Huanget al. later refined this idea to the multi-unit case [67]. However
Myerson and Satterthwaite [94, 127] were able to extend Vickrey’s result and demon-
strated that for the case of a single buyer and seller there does not exist a mechanism

5Bayesian-Nash incentive-compatibility merely requires truth-telling as Bayesian-Nash equilibrium of
the game, rather than the usual stricter requirement that truth-telling is a dominant-strategy.
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that can simultaneously achieve incentive-compatibility, budget-balance, efficiency and
individual-rationality even when the incentive-compatibility criteria is relaxed from
dominant-strategy toBNE, and hence there is no double-sided mechanism for achiev-
ing all the usual desiderata required by auction theorists in the general case.

Although there is no unequivocal and complete game-theoretic analysis of the
double-auction in the general case, that is not to say, however, that double-sided mech-
anisms do not admit of game-theoretic solutions in specific instances. The first equi-
librium analysis for a double auction was that of Chatterjeeand Samuelson [21], in
the paper in which they introduced the idea of thek-double auction6, which we will
discuss in the next chapter, albeit only for the two trader case. In this initial paper, Chat-
terjee and Samuelson show that there is an equilibrium solution, assuming independent
private values.

Considerable work has since been carried out extending thisresult. First, Williams
showed the existence of equilibria in the buyer’s bid doubleauction [155, 154] — this
is an easier auction to analyse since the dominant strategy for sellers is to bid their
true value, thus fixing one side of the auction and, as [124] points out, ensuring that
the market has a unique equilibrium7. The same authors subsequently showed the exis-
tence of equilibria in the many-trader version of thek-double auction [127], at the same
time suggesting that the modifiedBBDA has no equilibrium. This work was followed
by Jackson and Swinkels [70, 71], who showed the existence ofequilibria, though not
monotonic equilibria, under a wide range of conditions. Next, Reny and Perry [115]
showed that monotonic equilibria exist if offers are restricted to discrete values, and
Fudenberget al. [53] showed that this result could be extended to continuousvalues
(which [71] argues is “a very useful approximation . . . allowing one . . . to use calculus
to characterise equilibria”) provided that the auction waslarge. Finally, Kadan [73]
showed that an increasing equilibrium exists for just two traders with affiliated values.

2.2.2 Empirical approaches

Whilst double-auction mechanisms stretch the bounds auction-theory by admitting of
no unequivocal dominant strategy solution in the general case, the theory of games
itself has come under scrutiny as a plausible general-purpose model of the strategic
behavior of complex agents (human or otherwise); for example, Goeree and Holt [59]
give an overview of ten simple games where the game-theoretic solution is easily ob-
tainable yet intuitively implausible. This has led to a re-examination of the use ofem-
pirical methods in economics, whereby experiments are conducted with actual agents
trading in a market-institution under laboratory conditions. The agents may be human,
in which case the methodology is sometimes calledexperimental economics(see for
example [75]), or more generally they may be implemented in the form of a computer-
program; Tesfatsion [139] coined the phraseagent-based computational economics
(ACE), to describe this approach.

6Though not under this name — they refer to the price setting rule as a “bargaining rule”.
7Note that all results for theBBDA, the1-DA, are symmetric with those for thek-double auction in which

the transaction price is determined by the price offered by the highest asking seller that trades, the0-DA

[124].
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Experimental economics using human agents has the advantage that a large supply
of agents are available “off the shelf” so to speak; hence notsurprisingly experiments
using human agents were among the firstACE investigations of the double-auction mar-
ket. Smith [131] was the first to study the double-auction under laboratory conditions
using human-agents, and his results suggested that human subjects were able to extract
close to theoretically optimal surplus from the market.

One of the disadvantages of human-based experimental economics compared with
agent-based computational economics is that it is not always straightforward to an-
alyze the necessary cognitive mechanisms required to achieve a particular economic
outcome. In contrast, Gode and Sunder [58] performed one of the earliest agent-based
experiments on the double-auction with the aim of investigating the lower-bounds on
the amount of cognitive machinery required to achieve efficient outcomes. They were
able to demonstrate that their minimalzero-intelligencestrategies, implemented in the
form of computer programs, were able to achieve highly efficient outcomes, suggesting
that the double-auction mechanism was highly robust in the sense that it required min-
imal rationality on behalf of participants. Their results were not unequivocal, however;
Cliff and Bruten [28] demonstrated that some aspects of Godeand Sunder’s results
were highly contingent on the particular distribution of agents’ valuations that were
used in the original experiments, and that a more sophisticated and robust strategy,
zero-intelligence plus(ZIP) was required in order more accurately fit the behaviour of
human subjects under less restrictive assumptions.

This was not the end of the story, though, since when analysing a market mech-
anism ideally we want to demonstrate the existence of adominantstrategy, and that
design objectives such as high-efficiency outcomes are the result of agents adopting
this particular strategy. For example, in many single-sided auctions one of the desider-
ata usually considered isincentive-compatibility; the dominant bidding strategy should
be to bid truthfully at one’s valuation. Unless we can demonstrate that an economic
outcome such as high efficiency is the result of agents adopting a dominant strategy, or
at the very least an equilibrium strategy profile, we can never be sure that the strategy
under which high efficiency is observed will not, at some point, be discarded in favour
of an alternative strategy which yields higher payoff for its adopters at the expense of
overall social welfare. By analogy, consider the prisoner’s dilemma game [49, 9, 3]; al-
though the cooperative strategy yields the highest welfareoutcome if all agents adopt it,
this does not suffice to demonstrate that both agents will adopt the cooperative strategy
since there will always be a temptation to choose the defection strategy.

Thus there have been numerous attempts to craft agent-basedtrading-strategies
for double-auctions that are able to out-compete other strategies: Preist and van Tol
[112] devised a variant of Cliff’sZIP strategy that was able to trade in persistent-shout
auctions; Gjerstad and Dickhaut (GD) introduced a trading strategy that estimates the
probability of a bid being accepted as a function of bid pricebased on an analysis of
historical market data, and then bids to maximise expected profit [57]; Todd Kaplan’s
[51] entry into the Santa Fe tournament was one of the first documented double-auction
snipingstrategies, which wait until the last minute before submitting a bid in order to
prevent counter-bidding; Tesauro and Das [138] introducedvariants of theGD andZIP

strategies that were able to trade in continuous-time environments; Nicolaisen et al.
[98] used a trading strategy based on Roth and Erev’s [43] reinforcement-learning [74]
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model of human game playing to analyse a simulated electricity market; and Hsu and
Soo [66] analysed the performance of a strategy based on the q-learning algorithm
[147]. Variations on these and other strategies have been pitted against each other in
several public tournaments designed to elicit new strategydesigns from theACE com-
munity [61, 153, 123]. Some of these strategies will be discussed in full detail in
Chapter 4. Although some of them have advantages over othersin certain situations,
and there are pros and cons to each, there is evidence to suggest that none of them are
dominantover the others [145], even putting aside the problem of demonstrating that
any are dominant over the entire space of possible strategies.

Evolutionary search

Much of the work cited in the previous section focussed on showing that particular
strategies yield high payoff if deployed in a market in whichall agents adopt the same
strategy homogenously. However, if we have reason to believe that none of the strate-
gies from the previous section are dominant over the others when they iteract with
each other in the same marketplace, we have no reason to believe that anysingleone
of them will come to be used in a real market. Hence if we simplycompute market
outcomes by running experiments in which we equip agents homogeneously with the
same non-dominant strategy, we are not necessarily nearer to understanding the eco-
nomic properties of the double-auction.

Of course, it may be the case that a single dominant strategy simply does not exist
for the double-auction game; instead, somemixtureof these, or yet to be discovered
strategies, might constitute a Nashequilibrium. That is, even though no single strategy
is “optimal” in the sense that it is dominant over the others,some mix of these or
other strategies might constitute best-responses to each other. If this were the case and
our market were populated by such a mix of strategies, we might expect that such a
state of affairs would persist in reality, since by definition if the agents were to change
their strategy they would be worse off. Therefore the agentsthemselves would have an
incentive to maintain the status quo; and thus the components of the system would tend
to naturally drive the system back towards such an equilibrium. Thus if we evaluate
the properties of the mechanism when it is in these equilibrium states, we might expect
that our predictions for variables such as market-efficiency will be accurate for some
reasonable duration, and if our design objectives are maximised in these equilibria we
will have shown that our mechanism is homeostatic.

In order to assess whether or not there are mixtures of strategies constituting equi-
libria, it is necessary to systematically evaluate the strategic interactionbetween the
known strategies, as well as the space of yet to be consideredstrategies. Since this
search-space is very large, exhaustive search is unfeasible. This has led researchers to
turn to heuristic methods such as evolutionary search as a possible methods for studying
the interaction between different double-auction strategies by systematically sampling
the search space, e.g.: Cliff [25] used evolutionary searchto explore the parameter
space of hisZIP strategy, and Andrews and Prager used Koza’s genetic programming
technique [79] to search for a best-response to a uniform mixed-strategy of the Santa
Fe tournament entries.Co-evolutionary algorithms [65, 2, 111] are highly promising
in this respect. In a co-evolutionary search the fitness of individuals in the popula-
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tion is evaluated relative to one another in joint interactions (similarly to payoffs in a
strategic game), and it is suggested that in certain circumstances the converged popula-
tion is an approximate Nash solution to the underlying game;that is, the stable states,
or equilibria, of the co-evolutionary process are related to the game-theoretic equilib-
ria. Price [113] and Dawid [34] used co-evolutionary searchto explore convergence to
equilibrium states in the double-auction.

However, there are many caveats to interpreting the equilibrium states of stan-
dard co-evolutionary algorithms as approximations of game-theoretic equilibria, as dis-
cussed in detail by Sevan Ficici [46, 45]. This has led to a number of refinements to
standard co-evolutionary algorithms by incorporating game-theoretic concepts directly
into the co-evolutionary algorithm itself [100, 47, 44]; the use of heuristic search (evo-
lutionary or otherwise) to find approximate best-response or equilibrium strategies is
an open research topic that I shall return to in Chapter 9.

2.2.3 A hybrid approach: empirical game-theory

The various caveats discussed above with the game-theoretic, agent-based and evo-
lutionary approaches, as used in isolation, have inspiredhybrid approaches whereby
agent-based experimentation is used to build an approximate game-theoretic represen-
tation which is then solved using standard techniques from classical and evolutionary
game-theory. This methodology is known asempiricalgame-theory, and it is the prin-
ciple methodology used in this thesis, as described in Chapter 7. Many studies prior to
2000 had started to take a more principled and systematic approach to studying the in-
teraction between complex strategies in a simulation context, for example Rust, Miller
and Palmer systematically studied convergence to equilibrium of the strategies in the
original Santa Fe tournament using ideas very similar to evolutionary game-theory [51,
p. 183–189]. These ideas matured within theMAS community, and a research group at
Michigan set this kind of analysis in a rigorous game-theoretic terms: in 2002 Walsh
et al. demonstrated the effectiveness of the technique for several bargaining games,
including a double-auction [145]; Walsh, Parkes and Das introduced a refinement to
the technique to concentrate the sampling of simulations onthose experiments that
were most critical to the equilibrium analysis [146]; Reeves et al. performed a game-
theoretic analysis of strategies in a market-based scheduling scenario [30] and Wellman
et al. [152] used empirical game-theoretic analysis to helpdesign their entrant on the
2004 trading agent competition.

2.3 Automated mechanism design

Whilst the application of computational techniques to the agent decision problem has
a comparatively long tradition, their application to the mechanism-design problem is
more recent. The economist Alvin Roth was the first to pose mechanism-design as
anengineeringproblem [118], thus paving the way for the application of engineering
techniques to mechanism-design. Cliff [26] and myself [108, 107] were the first to
apply ad-hoc evolutionary search to the double-auction design problem with a view to
automating the mechanism-design process (I present my earlier work in this area in
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Chapter 10). Meanwhile Connitzer and Sandholm [29, 126] were the first to pose the
automated mechanism-design problem in rigorous theoretical terms and analyze the
algorithmic complexity of the problem. Byde [19] used computational techniques to
analyze a space of variants to the Vickrey nth-pricing rule in the context of single-sided
auctions, and Davidet al. used Bayesian learning to optimize the rules of a single-sided
auction mechanism in cases where agents are constrained to discrete bid prices [33].

2.4 Evolutionary mechanism design

The central theme of this thesis is that just as choice of strategy is not a static problem,
since agents may be constrained in their adjustment of strategy over time, neither is
mechanism-design; mechanism designers may also be constrained in their choice of
mechanism rules, for example there may be legacy infrastructure that prevents an insti-
tution such as a large stock exchange from radically altering its auction rules overnight.
Just as constraints on strategy adjustment lead toevolutionarygame theory, constraints
on mechanism adjustment lead toevolutionarymechanism-design. We might think
of the market institutions that we observe today as the equilibrium outcome of a co-
evolutionary process not just between individual strategies, but a coevolution between
strategy and mechanism. Peyton Young was the first economistto propose this idea
[161], and it is a theme I shall revisit in Chapters 8 and 10.

2.5 Summary and Contribution

Economists have long used idealized models of agent behaviour in order to understand
market behaviour.AI practitioners have had to adapt these models in order to build ac-
tual agents, and the resulting engineering approach to agents’ behaviour requires more
sophisticated and complex models. Similarly, it has recently been understood that the
idealized notion of a “free” market is not always applicable, since actual markets entail
many rules that govern their operation. Building real markets entails an engineering
approach just as does the building of real agents.

In this thesis I introduce several engineering methods forevolutionarymechanism
design in the context of double-auction markets. In Chapter8 I discuss an applica-
tion of empirical game-theory to analysing different pricing rules for a double-auction
with particular emphasis on the applicability of this technique for legacymechanism
design. This work first appeared in [106]. In Chapter 9 I introduce a novel method for
automated strategy acquisition that can be used as a method for interveningin an ex-
isting mechanism in order to perturb the equilibrium of the system back into a socially
desirable state. This work was originally presented in [105]. Finally, in Chapter 10 I
present one of the first attempts to use evolutionary algorithms to directly search the
mechanism-design space, which was originally presented in[109].

The following is a list of my refereed publications that werepublished during the
course of the research that I conducted for this thesis:

• [105] S. Phelps, M. Marcinkiewicz, S. Parsons and P. McBurney. A novel
method for automatic strategy acquisition in n-player non-zero-sum games. In
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H. Nakashima, M. P. Wellman, G. Weiss and P. Stone, editors,Proceedings of
the 5th International Joint Conference on Autonomous Agents and Multiagent
Systems (AAMAS 2006), pages 705–712, Hakodate, Japan, May 2006. ACM.

• [106] S. Phelps, S. Parsons, and P. McBurney. An evolutionary game-theoretic
comparison of two double-auction market designs. In P. Faratin and J. A. Rodri-
guez-Aguı́lar, editors,Agent-Mediated Electronic Commerce VI, pages 101–114.
Springer Verlag, 2006.

• [107] S. Phelps, S. Parsons, P. McBurney, and E. Sklar. Co-evolution of auction
mechanisms and trading strategies: Towards a novel approach to microeconomic
design. InProceedings of the Bird of a Feather Workshops, Genetic and Evolu-
tionary Computation Conference, pages 65–72, New York, July 2002. AAAI.

• [108] S. Phelps, S. Parsons, P. McBurney and E. Sklar. Co-evolutionary mech-
anism design: A preliminary report. In J. Padget, O. Shehory, D. Parkes, N.
Sadeh, and W. E. Walsh, editors,Agent-Mediated Electronic Commerce IV: De-
signing Mechanisms and Systems, pages 123–143, Springer Verlag, July 2002.

• [109] S. Phelps, S. Parsons, E. Sklar and P. McBurney. Using genetic program-
ming to optimise pricing rules for a double auction market. In Proceedings of the
workshop on Agents for Electronic Commerce, Puitsburgh, PA, October 2003.

• [110] S. Phelps, V. Tamma, M. Wooldridge and I. Dickinson. Toward Open
Negotiation.IEEE Internet Computing, 8:(70–76), 2004.
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Chapter 3

A Generic Model of the
Double-Auction

A double-auction is a generalisation of the more commonly-knownsingle-sidedauc-
tions in which a single seller sells goods to multiple competing buyers (or the reverse).
In a double-auction, as well as multiple buyers competing against eachother result-
ing in price rises, multiple sellers of the same commodity compete against each other
resulting in price falls. Institutions of this type are alsoknown as exchanges, and are
typically used to trade commodities whose valuations are subject to much uncertainty
and can vary rapidly over time; for example, equity shares traded on stock exchanges.

In this chapter I shall describe in detail the operation of this type of marketplace.
However, arriving at a comprehensive description that is rigorous enough for formal
analysis is a difficult task. Many variants of this institution exist in the real-world, and
hence similarly in the economics literature. The differences between these variants can
be subtle and hard to describe since the trading rules governing real-world exchanges
have evolved over many decades, in many different countries. Hence there are no
definitive standards or terminology for formal modelling ofthese institutions.

There have been several attempts at formally defining a general space of possible
auction mechanisms, and modelling double-auction variants as points within this space
[160]. I shall take a more constrained approach, however, since

• These approaches attempt to provide a general framework forclassifying all
types of auction mechanism, not just double-auctions, and hence these models
have a great many parameters. By adopting a less general model, we expect to
be able to build a simpler framework with fewer parameters that will be more
tractable for my purposes

• Any model is necessarily anabstractionof some real-world phenomenon. Ab-
straction involves discarding details that are felt to be irrelevant for the purpose
at hand, and the models thus obtained incorporate many assumptions about what
is relevant and what is not. However, what is relevant can vary significantly from
problem to problem. This is especially the case when we are analysingartifacts

17
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which do not share a single designer or design process, and when our purposes
are practical in nature, such as when our problem is a design problem. Both of
these hold in the analysis of auction mechanisms. For example, thestandardthe-
oretical model of an English ascending auction assumes thatauctions are short
in duration, and that there is no opportunity cost to biddersin placing bids or
monitoring the auction. These assumptions hold in bricks-and-mortar auctions,
but fail to hold in many internet auctions, and thus alternative models are re-
quired [82]. This is a reflection of the fact that many problems in economics
are engineering problems [118], and thus as with other engineering disciplines,
for example, software engineering, we should expect our models to be highly
project-specific and somewhat disposable in nature.

Bearing in mind these considerations, we review several different double-auction
institutions that are commonly discussed in the literature. We compare and contrast
their differences from a design perspective, and proceed toconstruct a model that en-
compasses each variation as a special case whilst capturingthe design-relevant differ-
ences between each institution. This model will then be usedthroughout the thesis to
illustrate different economic design methodologies. As befits an engineering approach,
we will use a number of different modelling languages to illustrate our framework, in-
cluding the Universal Modeling Language (UML ) [121], which is commonly used by
software engineerings not only to model software systems, but also the wider extra-
computer environment in which software systems are embedded.

Since our model does not attempt to be all-encompassing, this introduces some
caveats. Firstly, we cannot make claims about all possible auction variants, such as
claiming that a particular mechanism istheoptimal one with respect to a given set of
design objectives. Secondly, we cannot provide anapriori guarantee that our methods
are applicable under alternative models.

However, as we reasoned earlier, in most real-world problems these caveats are
also applicable to so called general models, since we will always be able to find a
scenario that violates certain of the assumptions of any given theory. Throughout this
chapter, we will see that many real-world double-sided mechanisms violate some of
the fundamental assumptions of auction theory, such as the revelation principle, and
are thus outside the space of mechanisms traditionally considered by auction theorists.

Rather than attempting to circumvent these caveats, we willinstead adopt an engi-
neering approach; our discourse will not encompass the theoretically possible, rather
it will be limited to relevant design characteristics of interest; when we introduce de-
sign methodologies, we will take a heuristic approach, and talk aboutgood, rather than
optimaldesigns.

3.1 A model of a commodity-exchange market

3.1.1 The resource allocation problem

The market place is populated by a finite number oftraders, represented by the set
A = {a1, a2, . . . an}.
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A single class of resourceΨ is traded in the market place. The resource is divided
up intounits: Ψ = {ψ1, ψ2, . . . }. Each individual unit of the resource is indivisible.

Each traderownsa certain subset of the resourceΨ defined by the function

Ω : A→ 2Ψ

whereΩ(ai) ⊂ Ψ denotes the units of resource to which traderai has exclusive access,
and with which it is free to do with as it pleases.

The resource isnon-sharable; that is:

Ω(ai) ∩Ω(aj) = ∅ ∀i6=j(ai, aj) ∈ A
2

The functionΩ defines theallocationof the resourceΨ amongst the tradersA. Traders
cannot be coerced into relinquishing ownership of resources, but they may volunteer to
transfera certain number of units of resource to another trader whichresults in a new
allocation. A transaction involving the resource is represented by a tupler = (ri ∈
A, rj ∈ A, rψ ∈ 2Ψ) ∈ R representing a transfer ofrψ units from traderri to traderrj .
The function mapping from an original allocationΩ to the allocation resulting from a
transactionr ∈ R is:

Ω′ = trans({r},Ω)

where:

Ω′(aj) = Ω(aj) ∪ T

Ω′(ai) = Ω(ai)− T

Ω′(ax) = Ω(ax)∀x 6=i6=jax ∈ A

For multiple transactions thetrans function is defined recursively. Given a set of
transactionsRS ⊂ R = {rs1, rs2, . . . , rsk}, and an initial allocationΩ, the allocation
resulting from the sequence of transactions inRS is given by

|RS| > 1 =⇒ Ω′ = trans(RS,Ω)

where:

ω0 = Ω

Ω′ = ωk

ωi = trans({rsi}, ωi−1) ∀rsi ∈ RS

Traders participate in the market in order to exchange unitsof Ψ for cash. The
amount of cash owned by an trader is given by the functionΓ : A→ R. Traders cannot
be coerced into relinquishing cash, but they may volunteer to transfer a certain amount
of cash to another trader, which again results in a new allocation. A transfer of cash is
represented by a tuplec = (ci ∈ A, cj ∈ A, cp ∈ R) meaning that traderci transfers
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cp to tradercj . The functionpay maps from an original cash allocationΓ to the new
allocationΓ′ resulting from a cash transfer thus:

Γ′ = pay({c},Γ)

where:

Γ′(cj) = Γ(cj) + cp

Γ′(ci) = Γ(ci)− cp

For multiple transactions thepay function is defined recursively as per thetrans func-
tion.

Typically, traders enter in mutual transfers of cash and resource. If a traderai
transfers cash to traderaj , and in return traderaj transfers resource to traderai, then
we say thatai buysresource, and that traderaj sellsresource.

Each traderai has differentpreferencesover the possible allocations of cashΓ and
resourceΩ. Preferences are defined by the trader’sutility function:

ui(Γ,Ω) = u(ai,Γ,Ω) (3.1)

A trader i prefersan allocation(Γ′,Ω′) over an alternative allocation(Γ,Ω) if, and
only if:

ui(Γ
′,Ω′) > ui(Γ,Ω)

A traderi is indifferentover two allocations(Γ′,Ω′) and(Γ,Ω) if, and only if:

ui(Γ
′,Ω′) = ui(Γ,Ω)

In the scenarios that we shall study,Ψ is acommodity; that is, traders are indifferent
over allocations in which they own the same number of items ofΨ. More formally:

|Ωx(ai)| = |Ωy(ai)| =⇒ ui(Γ,Ωx) = ui(Γ,Ωy)

We shall also assume that traders’ preferences are solely determined by their own
allocations of resource and cash and not by those of other agents; that traders always
prefer to have the greater of two bundles of cash; and that each traderi has avaluation
functionχi : 2Ψ → R for their current allocation of their resource meaning that:

(Ω′(ai) = Ω(ai)− ψx) ∧ (Γ′(ai) = Γ(ai) + χi(ψx))

=⇒ ui(Γ
′,Ω′) = ui(Γ,Ω)

Accordingly, in our particular model, each trader’s utility is given by a function of the
form:

ui(Γ,Ω) = Γi + χi(Ω(ai))
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Our model of utility is further simplified by dividing traders into two distinct sets:
buyers, represented by the setB ⊂ A; andsellers, represented by the setS ⊂ A, such
thatS ∪B = A andS ∩B = ∅. Our valuation function is then:

Ω(ai) = ∅ =⇒ χi(Ω(ai)) = 0

|Ω(ai)| > 0 ∧ ai ∈ B =⇒ χi(Ω(ai)) = vi

ai ∈ S =⇒ χi(Ω(ai)) = vi|Ω(ai)|

wherevi ∈ R is the valuation of agenti for a single unit of resource.
Buyers cancash intheir allocation of resource. If buyerbi ∈ B cashes in, then

Ωt+1(bi) = ∅

Γt+1(bi) = Γt(bi) + vi

Sellers canproduceadditional resource. If sellersi ∈ S produces a single unit of
resourceψx ∈ Ψ then

Ωt+1(si) = Ωt(si) ∪ ψx

Γt+1(si) = Γt(si)− vi

Ψt+1 = Ψt ∪ ψx

In general, traders will only perform actions that increasetheir own utility. We will
refer to such actions asindividually-rationalactions.

Note that since, in the general case

(∃bi)B(∃sj)S vi > vj

there may exist the possibility for traders to increase their utility by entering into mutual
transfers of cash and resource. That is, in general, there are potentialgains from trade.

3.1.2 Optimal allocations and the equilibrium price

A natural question then is how we can maximise the utility of all agents by selecting
a set of transactions of cash and resource that are individually-rational for individual
agents. More formally, given an initial allocation(Γ,Ω), we need to solve the following
optimization problem:

argmax
(C∗,R∗)

|A|∑

i=1

ui(pay(C∗,Γ), trans(R∗,Ω))

We restrict attention to scenarios in which sellers produceresource which they then
sell to buyers. Accordingly, for each tuplec ∈ C∗
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ci ∈ B

cj ∈ S

cp ∈ R
and

∀c∈C∗∃r∈R∗ ri = cj ∧ rj = ci (3.2)

∀r∈R∗∃c∈C∗ ci = rj ∧ cj = ri (3.3)

Let vb(c) denote the valuation of the buyer involved in the transaction, and letvs(c)
denote the valuation of the corresponding seller:

vb(c) = vci

vs(c) = vcj

Assumingvs(c) < cp < vb(c), the gain in utility to each trader involved in a transaction
c is vb(c)−cp for the buyer, andcp−vs(c) for the seller. Therefore, the total gain from
trade for a solutionC∗ is:

E(C∗) =
∑

c∈C∗
vb(c)− vs(c) (3.4)

We can solve this maximisation problem by choosing the elements ofC∗ so that
buyers with higher valuations are paired with sellers with lower valuations. Let the
functionV : 2A → 2R denote the multiset of valuations corresponding to a given set
of traders:

V (T ) = {vi : ai ∈ T }

LetV B = {vb1, vb2, . . . } denote the multisetV (B), wherevb1 denotes the highest
valuation of any buyer, andvbi denotes theith highest valuation of any buyer. So that
we have

∀ij i < j =⇒ vbi ≥ vbj

Similarly, let V S = {vs1, vs2, . . . } denote the multisetV (S) where, wherevs1 de-
notes thelowestvaluation of any seller, andvsi denotes theith lowest valuation of any
seller.

V S is called thesupply schedule, andV B is thedemand schedule. These have cor-
responding natural graphical representations which, in the continuous case (egV B =
[a, b] wherea andb are arbitrarily constants∈ R), can be represented as smooth curves
known as the supply and demand curves. We retain this nomenclature for the discrete
graphical representation of supply and demand.
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LetMB andMS denote the subsets ofV B andV S where buyer valuationsmatch
seller valuations; that is, where buyer valuations are greater than seller valuations:

MB = {mb1,mb2, . . . } ⊂ V B

MS = {ms1,ms2, . . . } ⊂ V S

such that:

mbi ≥ msi ∀i

mb1 ≥ mb2 ≥ mb3 ≥ . . .

ms1 ≤ ms2 ≤ ms3 ≤ . . .

Claim 3.1The maximum possible gain from trade is:

TP =

|MB|∑

i=1

mbi −msi (3.5)

Proof. We will prove this claim using a Reductio ad Absurdum argument.
Let bi denote the buyer whose valuation isvbi and letsi denote the seller whose

valuation isvsi.
Suppose that the optimal gain from trade can be obtained through a set of transac-

tionsC∗ involving at least one transaction involving a pair of traders bi andsj where
i 6= j. Then equation 3.4 will contain a term

mbi −msj

However, ifi < j, then we could obtain a larger value ofE, since we could choose
a set of transactionsC′ in which we pairσi with bi, instead ofbi andsj and

i < j =⇒ msi < msj

=⇒ E(C′) > E(C∗)

This contradicts our original assertion thatC∗ is optimal, and thus the result holds
by Reductio ad Absurdem.

The ratio

EA(C) =
E(C)

TP
(3.6)

is known as theefficiencyof the market. The market isefficientif, and only if,EA = 1.
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The Equilibrium Price

Of particular interest are solutions to the maximisation problem in which all transac-
tions share a common pricep∗ so that we have(∀c)C∗ p(c) = p∗. Faced with any
given pricep, any given buyerbi ∈ B will voluntarily buy from any sellersj ∈ S
at the specified price provided thatp ≤ vi, otherwise they will refrain from entering
into a transaction. Similarly, any given sellersi ∈ S will voluntarily sell to any buyer
bj ∈ B at the specified price provided thatp ≥ vi. Thus given anyp our transaction
setC consists of all transactions satisfying the following constraint:

C = {(ai, aj, p) : ai ∈ S ∧ aj ∈ B ∧ vi ≤ p ≤ vj}

The total increase in utility across all traders is thus given by:

S(p) =
∑

ai∈S∧p>vi

p− vi +
∑

ai∈B∧p<vi

vi − p

=
∑

ai∈B∧aj∈S∧p≤vi∧p≥vi

vi − vj
(3.7)

We refer to this metric as thesocial welfareof the market, and our maximisation prob-
lem is

argmax
p∗

S(p∗)

We can solve

S(p∗) = TP (3.8)

from equations 3.7 and 3.5:

∑

ai∈B∧aj∈S∧p∗≤vi∧p∗≥vi

vi − vj =

|MB|∑

i=1

mbi −msi (3.9)

by noting that we must choosep∗ so that the induced transactions include only
those agents with valuations in the match setsMB andMS.

In order to include allMB we must constrainp∗:

p∗ ≥ min(MB) (3.10)

and in order to include allMS we must constrainp∗:

p∗ ≤ max(MS) (3.11)

The above inequalities are necessary conditions for achieving TP , however we
must also take care to exclude agents with valuations not in the match sets. LetMB′

andMS′ denote the unmatched buyer valuations and unmatched sellervaluations re-
spectively:
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MB′ = V B −MB

MS′ = V S −MS

In order to exclude valuations from these sets we must also ensure that

min(MS′) < p∗ < max(MB′) (3.12)

Inequalities 3.10, 3.11 and 3.12 can be solved by choosing

p∗ ∈ [eqa, eqb] (3.13)

where

eqa = max(max(MS),max(MB′)) (3.14)

eqb = min(min(MS′),min(MB)) (3.15)

Thus yieldingS(p∗) = TP .
The solutionp∗ is known as theequilibrium price. Although in the general case

there are a range of possible solutions, by convention when we refer to the equilibrium
price we arbitrarily take a value from the middle of this range; that is:

p∗ =
eqb − eqa

2
(3.16)

3.1.3 The role of the auctioneer

We have shown that we can induce individually-rational trades that result in efficient
allocations provided that we know each trader’s valuationvi. However, in most prac-
tical scenarios this information is private and unobservable1. In a typical auction, this
information is elicited through means of a bidding process,in which traders send sig-
nals2 about their valuation to a trusted third-party called an auctioneer. The job of the
auctioneer is to compute the optimal transaction set given the reported valuations. The
challenge facing the auctioneer is that these signals cannot necessarily be relied upon
to be truthful and accurate. Indeed, since the auctioneer allocates resource to those

1In game-theoretic terms valuations are part of each trader’s typeinformation.
2The term “signal” in this context derives from the theory ofsignaling games[134]. Although strictly

speaking an auction is not a signaling game, the two are very strongly related. As Dutta points out [39, p.
395], in a signaling game the agents move first and then the institution responds, whereas in a mechanism
design scenario the institution offers a set of moves to agents who then respond. Thus although auctions are
not strictly signaling games, it can still be intuitive to think in terms of signals; by forcing agents to back
up their value claims with hard cash the mechanism designer can encouragehonest signaling. Interestingly,
signaling games have also been studied in evolutionary biology in the context of thehandicap principle
[162, 18]. In the scenario under discussion, bids — that is, signals of valuation backed up with hard cash —
can be thought of as “handicaps” which lead to honest signaling.
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agents with higher perceived valuations, traders may have incentives to misreport their
valuation.

Consider a scenario in which we have a single sellers with a valuationvs which is
known to the auctioneer, and several buyers. The seller offers a single unit of resource
for sale. The auctioneer elicitsreportedvaluations, orbids, from each buyer, ˆV B =
{v̂b1, v̂b2, . . . }, ordered such that:

v̂b1 ≥ v̂b2 ≥ v̂b3 . . .

which may differ from the corresponding actual valuationsV B = {vb1, vb2, . . . } of
each buyerB = {b1, b2, . . . }, whereb1 is the buyer with the highest bid̂vb1, whose
true valuation isvb1. The reported valuationŝV B are known only to the auctioneer,
whereas each individual buyerbi knows only its own valuationvbi, and bidv̂bi. Such
a scenario is known as a single-sided sealed-bid auction, and the valuevs is known as
the reservation price.

The role of the auctioneer is to choose a transactionC = {(s, bi, p)} that maximises
social welfare as defined by equation 3.7. A naive solution tothis problem is to assume
that agents will report their valuations truthfully; that is, v̂bi = vbi ∀i. Accordingly,
providedv̂b1 ≥ vs:

MS = {vs}

MS′ = {}

MB = {v̂b1}

MB′ = {v̂b2, v̂b3, . . . }

and

eqa = max(max(MS),max(MB′)) = max(vs, v̂b2) = v̂b2

eqb = min(min(MS′),min(MB)) = min(MB) = v̂b1

Thus according to equation 3.13, we should award the unit of resource to the buyer
with the highest bid (the “winner”), and charge them a pricep∗ ∈ [v̂b1, v̂b2] anywhere
between the highest bid and the 2nd highest bid. But considerthe winner’s ex-post3

incentives tomisreporttheir valuation for different values ofp∗ in this range. LetUi(x)
denote the utility gained by traderi if it reports valuationx. In our present scenario
Ui(x) = |x− p ∗ |.

If we setp∗ = v̂b1, then since the utility of the winning agent isvbi−p∗, the winner
gainsvb1− v̂b1, and ex-post the winning buyer will regret having not bid a lower price
w such thatv̂b2 < w < v̂b1, since if it bids truthfully its utility will bevbi − vbi = 0,

3Meaning “after the fact”. In economics ex-post payoffs are those that are computed once any uncertain-
ties surrounding the payoff have been resolved, whereas ex-ante payoffs are computed under uncertainty. In
the scenario under discussion the valuations of other agents are unobservable to the agent under consider-
ation, hence until we apply the concept of Bayesian-Nash equilibrium the payoff to our agent is unknown
before they choose their bid price.
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whereas if it had bidw it would have receivedvbi − w > 0. If, on the other hand, we
setp∗ = v̂b2, then the buyer has no ex-post incentive to deviate from truthful bidding,
since the utility of the winner is alwaysvb1 − v̂b2, regardless of the winner’s reported
valuationv̂b1.

In fact, one can show that if we setp∗ = v̂b2, then there are noex-anteincentives
to deviate from truthful bidding [80]. That is:

Ui(vbi) ≥ Ui(x) ∀x∀vbi∀i (3.17)

This type of auction is known as 2nd-price auction, or Vickrey auction, and the
above property is known asincentive compatibility. 4

3.1.4 Mechanism design

The art of designing the rules of an auction in order to bring about certain design
objectives when agents act to maximise their own utility is called mechanism design
[69], and the underlying theory isauction theory[80]. In a mechanism design problem,
we can easily determine whether or not our design objectivesare achieved provided that
we know exactly how the individual traders in our mechanism will signal. However,
since the behaviour of these traders is not prescribed in advance, and since they have
many possible signals from which to choose, this is not a trivial problem to solve. In
a mechanism design problem, we assume that individual traders will choose a signal
that maximises their utility. However, this decision problem is highly complex, since,
in the general case, the outcome from choosing a particular signal depends on thejoint
set of signals submitted by all agents. The theory of optimaldecision-making when
outcomes are the result of joint-actions isgame theory[103]. By solving the game
corresponding to our auction, we can, at least in theory, predict how utility-maximising
traders will behave under our proposed mechanism and evaluate whether or not our
design objectives are achieved.

The principle design objectives considered in auction theory are:

• Incentive compatibility; as defined by 3.17

• Efficiency; as defined by 3.6

• Budget balance; the mechanism can operate without external cash transfers.
More formally, the full set of cash transactionsC generated by the mechanism
should satisfy the following constraint:

∑

c∈C:ci∈S
cp −

∑

c∈C:ci∈B
cp = 0 (3.18)

For single-sided mechanisms involving a single seller, auction theory demonstrates
that all three of these design objectives can be achieved under wide range of conditions.

4Note that in order to maintain incentive compatibility, agents’ bids must be binding; that is: when an
agent sends a bid to an auctioneer it is committed to the possibility of paying a sum up to its bid amount —
agents cannot renege on their bids.
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However, the impossibility result of [94] demonstrates that no double-sided auction
mechanism can simultaneously and robustly achieve all three desiderata. Thus real-
world exchanges make various trade-offs between differentdesign objectives. This is
a theme we shall revisit throughout the thesis.

In the following section, we review several different double-sided auction mecha-
nisms and briefly discuss their design properties. A fuller analysis of the design prop-
erties of these mechanisms will be conducted in Chapter 8.

3.2 The auction model

In this section I will give a formal description of differentvariants of the double-
auction. This model is adapted from [159], [50], [28], and [98], and is an attempt
to describe these different market scenarios within a unified model. In this model, time
is represented in discrete slicest ∈ N. We will follow the convention of representing
the value of any time-dependent variable X at timet by subscripting witht: Xt.

The purpose of this section is to give and clear and unambiguous specification for
the different auction mechanisms that we will discuss throughout the thesis. However,
since the emphasis of this thesis is on empirical rather thanformal methods, for brevity
and conciseness I omit frame axioms from the formalism. In the following sections, if
a statement cannot be proven from the axioms we shall assume that it is false.

As a final disclaimer, the model presented in this chapter does not cover multi-unit
trading rules; that is, scenarios where buyers or sellers submit offers to purchase or sell
more than one unit of resource at any given time. However, theformalism is easily
extended to cover these scenarios as discussed in [159]

3.2.1 Rounds

Trading in the market proceeds inrounds. Each round may consist of variable number
of time slices. During each round, every trader in the market-place is given the oppor-
tunity to submit ashoutto the auctioneer. During any given time-slice only one trader
may place ashout.

3.2.2 Shouts

A shout is a commitment to buy or sell a prespecified quantity of commodity at a
particular price. Shouts are divided into two sub-classes.An offer to sell is called an
ask, and an offer to buy is called abid. Shouts are represented as tuples of the form:

ρ = (ρc ∈ {bid, ask, ∅}, ρa ∈ A, ρp ∈ R, ρq ∈ N, ρt ∈ N) ∈ P

whereρc is the class of offer,ρa is the trader making the offer,ρp is the price that the
trader is willing to buy or sell at,ρq is the quantity of commodity that they are commit-
ted to trade, andρt is the time at which the shout was submitted to the auctioneer. A
buyer who submits a bidb ∈ P is committed to buying at any pricep ≤ bp. Similarly,
a seller who submits an aska ∈ P is committed to sellingaq units at any pricep ≥ ap.
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A trader may submit anull shoutby settingρc = ∅ meaning that the trader does not
currently wish to trade and will not be held to buying or selling at any price.

Alternatively, we also use the following functions to denote the subfields of a shout
tuple

price(ρ) = ρp

class(ρ) = ρc

agent(ρ) = ρa

time(ρ) = ρt

3.2.3 Active traders

The finite setKt = {kt1, kt2, . . . ktn} denotes the traders who are eligible to place
shouts in the auction at timet. We pick the next trader whose turn it is to shout,τt,
randomly from this set:

τt = ktδt

whereδt ∈ N is a discrete random variable distributed according to a uniform distribu-
tion on the interval[1, |Kt|], and we then remove this trader from the active set:

Kt+1 = Kt − τt

3.2.4 Events

Some of our state variables change in response toevents. The possible types of event
in our market are represented by the set:

ǫ = {eor, eod, sp, clr}

These events denote “the end of a round”, “the end of a day”, “shout placed” and
“market clearing” respectively, and are defined formally later.

Events are time-stamped according to the time-slice at which they occurred. We
denote this by subscripting events thus:

ǫt = {eort, eodt, . . . }

Thus, we have:

ǫ1 = {eor1, eod2, . . . }

ǫ2 = {eor2, eod2, . . . }

The setEt denotes the set of events thatoccurredat timet, as well as the set of events
that were previously active in prior time slices. An eventxt occurredat timet if, and
only if xt ∈ Et.
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3.2.5 The end of round event

The end of round event,eor, is defined thus:

Kt = {} =⇒

eort+1 ∈ Et+1

eort ∈ Et =⇒

Kt+1 = A

∧ roundt+1 = roundt + 1

That is, the end of round event occurs once all traders have submitted offers, and when
this event occurs we resetK to allow all traders to submit shouts in the next round.

3.2.6 Shout processing

The auctioneer maintains four sets of shouts. The setsM̂St andM̂Bt represent the set
of matched asks and matched bids respectively. These are analogous to the setsMS
andMB defined in Section 3.1.2.

We denote theith highest matched bid at timet by ˆmb(t,i), where

price(m̂b(t,1)) ≥ price(m̂b(t,2)) ≥ price(m̂b(t,3)) ≥ . . .

Similarly, for matched asks we have:

price(m̂s(t,1)) ≤ price(m̂s(t,2)) ≤ price(m̂s(t,3)) ≤ . . .

The match sets are maintained such that the following constraints hold:

∀i price(m̂b(t,i)) ≥ price(m̂s(t,i)) (3.19)

|M̂St| = |M̂Bt| (3.20)

Analogous toMS′ andMB′, the setsM̂S′
t and ˆMB′

t contain all unmatched shouts at
timet. Intuitively, the setsM̂St andM̂Bt can be thought of as the potential “winning”
shouts at timet, and the setsM̂S′

t and ˆMB′
t as the “runner-up” or “outbid” shouts at

time t.
Let ρ denote the shout submitted to the auctioneer byτt — the trader who is cur-

rently shouting. These sets are updated as follows:

ρc = bid ∧ (∃a ∈ M̂S′
t : ρp ≥ ap) =⇒

M̂St+1 = M̂St ∪ {a}

∧ M̂S′
t+1 = M̂S′

t − {a}

∧ M̂Bt+1 = M̂Bt ∪ {ρ}

(3.21)
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ρc = bid ∧ (∄a ∈ M̂S′
t : ρp ≥ ap) =⇒

ˆMB′
t+1 = ˆMB′

t ∪ {ρ}
(3.22)

ρc = ask ∧ (∃b ∈ ˆMB′
t : bp ≥ ρp) =⇒

M̂Bt+1 = M̂Bt ∪ {b}

∧ ˆMB′
t+1 = ˆMB′

t − {b}

∧ M̂Bt+1 = M̂Bt ∪ {ρ}

(3.23)

ρc = ask ∧ (∄b ∈ M̂B
′
t : bp ≥ ρp) =⇒

M̂S′
t+1 = ˆMB′

t ∪ {ρ}
(3.24)

ρc 6= ∅ =⇒

sp ∈ Et+1

(3.25)

3.2.7 Quotes

Analogous to definitions 3.15 and 3.14, we have:

êqa(t) = min(min(M̂S′
t),min(M̂Bt)) (3.26)

êqb(t) = max(max(M̂St),max( ˆMB′
t)) (3.27)

The pair(êqa(t), êqb(t)) is called themarket quote, and is public information to all
traders participating in the market. If all traders bid truthfully, then we haveêqa =
eqa and êqb = eqb. Thus the market quote encapsulates the hypothesised rangeof
equilibrium prices assuming truthful bidding.

3.2.8 Trading days

A trading day consists of a number of rounds of trading. Different events may take
place at the end of a day depending on the scenario we are modelling. For example, in
many scenarios we will allocate new randomly drawn valuations for traders at the end
of each trading day. These conditions will be introduced later. For now, we introduce
the variabledayt which denotes the current trading day:

eodt ∈ Et =⇒

dayt+1 = dayt + 1

¬eodt ∈ Et =⇒

dayt+1 = dayt
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3.2.9 The clearing operation

The key role of the auctioneer is to compute a payment setCt and a transaction set
Rt as a function of the auction state(M̂St, M̂Bt, M̂S′

t, ˆMB′
t). Different variants

of the double-auction mechanism computeCt differently in order to bring about dif-
ferent design objectives, and these are formalized below. For now, we simply define
theclearing operation, in which the auctioneer takes the matched shouts producinga
transaction set, enforces the corresponding trades, and resets the auction state.

clrt ∈ Et =⇒

Γt+1 = pay(Ct,Γt)

∧ Ωt+1 = trans(Rt,Ωt)

∧ ˆMSt+1 = {}

∧ ˆMBt+t = {}

¬clrt ∈ Et =⇒

Ct = {}

∧ Rt = {}

3.3 The clearing-house double auction

In a clearing-house (CH) double-auction, the clearing operation takes place at theend
of each round:

eort ∈ Et =⇒

clrt+1 ∈ Et+1

The auction designer can choose from amongst several different pricing policies
which determine exactly how the clearing operation occurs.These are formalized be-
low.

3.3.1 Uniform pricing

A uniform pricing policy specifies that all traders with matched reported valuations
(that is, all the potentially efficient trades) should all trade with each other at the re-
ported equilibrium price (as determined bŷeqa andêqb). Thus, at any given time, all
traders are transacting at the same global market price (which may change over time).
This variant of theCH double-auction is discussed in [50].

clrt ∈ Et =⇒

Ct = {c1, c2, . . . }

where:
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∀i≤|M̂B| ci = (agent(m̂b(t,i)), agent(m̂s(t,i)), pt)

and:

pt = êqa(t)k + êqb(t)(1 − k)

wherek ∈ [0, 1] is a constant chosen by the market designer. The design implica-
tions of different values for this constant are discussed below.

3.3.2 Discriminatory pricing

A discriminatory pricing policy, on the other hand, specifies that each pair of matched
traders pays a price that is solely a function of their respective bid and ask prices.
Thus, at any given time, different traders are transacting at different prices for the same
commodity. This variant of theCH double-auction is discussed in [98].

clrt ∈ Et =⇒

Ct = {c1, c2, . . . }

where:

∀i≤|M̂B| ci = (agent(m̂bi), agent(m̂si), pi) (3.28)

and:

pi = price(m̂b(t,i))k + price(m̂s(t,i))(1 − k) (3.29)

wherek ∈ [0, 1] is a constant chosen by the market designer.

3.3.3 In-order discriminatory pricing

This pricing policy specifies that trades occur at the price of the earliest submitted offer,
regardless of whether it is a bid or an ask:

clrt ∈ Et =⇒

Ct = {c1, c2, . . . }

where:

∀i≤|M̂B|:time(m̂b(t,i))<time(m̂s(t,i))
ci = (agent(m̂b(t,i)), agent(m̂s(t,i)), price(m̂b(t,i)))

∀i≤|M̂B|:time(m̂s(t,i)≤time(m̂s(t,i))
ci = (agent(m̂b(t,i)), agent(m̂s(t,i)), price(m̂s(t,i)))
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3.3.4 Properties

It is easy to see that aCH with uniform pricing is efficient provided that traders’ shouts
are truthful, since we will have

êqa = eqa

êqb = eqb

and thus all transactions will occur at an equilibrium pricefor anyk ∈ [0, 1]. How-
ever, theCH is not incentive compatible, and thus, in the general case, we cannot rely
on utility-maximising traders to place truthful shouts. However, as [159, 154] demon-
strate, there are interesting special-case exceptions when we consider extreme values
of k in an auction for a single unit of commodity. Whenk = 1, we have incentive-
compatibility for sellers only, but not for buyers, and whenk = 0 we have incentive-
compatibility for buyers, but not for sellers.

3.4 The continuous double-auction

In a continuous double-auction (CDA), the clearing operation is performed continu-
ously as new shouts arrive:

spt ∈ Et =⇒

clrt+1 ∈ Et+1

Ct is computed as for aCH with either variant of discriminatory-pricing (Sections 3.3.2
and 3.3.3). Cliff [28] discusses a trading strategy for aCDA with in-order discriminatory-
pricing.

Properties

TheCDA is particularly unusual from the perspective of auction-theory, since not only
is truth-telling not dominant in this institution, but allocations arelikely to be inefficient
if all agents shout truthfully. This is because the clearingoperation is performed before
the auctioneer has a full picture of the supply and demand in the market-place. Because
clearing occurs as new shouts arrive, when the transaction set is computed from equa-
tion 3.28 there is no guarantee that the the match setsM̂S andM̂B will contain shouts
corresponding to the potentially efficient trades defined byMS andMB. Indeed, there
is every possibility thatM̂S or M̂B will contain shouts corresponding to the poten-
tially inefficient valuations defined byMS′ andMB′ since the rules in Section 3.2.6
rely on competing bids fromall agents to arrive in order to relegate inefficient (outbid)
shouts toM̂S′ and ˆMB′.

Claim 3.2TheCDA is not always efficient when agents shout truthfully.

Proof. We will demonstrate this claim by constructing an example ofa non-efficient
outcome under a continuous clearing rule.
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Consider a simple scenario in which we have three agentsA = {a1, a2, a3} two of
which are buyersB = {a1, a2} and one of which is a sellerS = {a3} with valuations:

V = {v1, v2, v3} = {3, 2, 1}

V B = {3, 2}

V S = {1}

In order to maximise social welfare we should pair the sellera3 together with the
buyer with the highest valuationa1, since:

MS = {1}

MB = {3}

MS′ = {}

MB′ = {2}

thus we have a total possible gain from trade ofTP = v3 − v1 = 3− 1 = 2.
If these agents participate in aCDA, we see that if agents shout truthfully there is a

potential to match inefficiently. Suppose that the sellera3 is chosen to shout att = 0
so thatτ0 = a3 and places a truthful shoutρ0 = (ask, a3, v3, . . . ) = (ask, a3, 1), so
that:

M̂S1 = {}

M̂B1 = {}

M̂S′
1 = {(ask, a3, 1)}

ˆMB′
1 = {}

This results in a clearing operation att = 1; however, since there are no matching
shouts inM̂B1 M̂S1, no transactions occur.

At the next time slice, buyera2 is randomly chosen to place a shout:τ1 = a2, and
shouts truthfully withρ1 = (bid, a2, v2) = (bid, a2, 2). Following the rules in Section
3.2.6, the auction state now contains:

M̂S2 = {(ask, a3, 1)}

M̂B2 = {(bid, a2, 2)}

M̂S′
2 = {}

ˆMB′
2 = {}

and since we now perform the clearing operation immediately, we will match buyera2

with sellera3 yielding a total surplus ofv2 − v3 = 1, and our efficiency will be only
EA = 1

TP
= 1

2 < 1.
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If, on the other hand, we had run this scenario using aCH instead of aCDA, the
auctioneer would have waited until all agents had had an opportunity to place shouts at
t = 3 before clearing the market, giving agenta1 the opportunity to outbida2 with a
shout

ρ2 = (bid, a1, v1) = (bid, a1, 3)

yielding the auction state:

M̂S3 = {(ask, a3, 1)}

M̂B3 = {(bid, a1, 3)}

M̂S′
3 = {(bid, a2, 2)}

ˆMB′
3 = {}

which is equivalent to the optimal match setsMB andMS.
Although theCDA is potentially very inefficient under homogeneous truthfulbid-

ding, consider what happens if: (i) all agents with valuations in the match setsMB and
MS place shouts at a true equilibrium pricep∗ ∈ [eqa, eqb], and (ii) all other agents
(with valuations inMB′ andMS′) shout truthfully.

Claim 3.3 In a CDA, if all agents with valuations inMB andMS place shouts
at pricep∗ and all other agents shout truthfully, we will always obtainan efficient
outcomeEA = 1.

Proof. All agents that place shouts at the same pricep∗ will eventually have shouts in
the match setsM̂S andM̂B since the condition for promoting bids into the match set
(equation 3.21):

pc = bid ∧ ∃a ∈ M̂S′
t : ρp ≥ ap

will always hold providedM̂S′
t 6= {} as ρp = ap = p∗. If, on the other hand,

M̂S′
t = {}, then by equation 3.22,M̂S′

t+1 will still contain a bid with pricep∗.
Similar reasoning applies to the ask promotion rules (equations 3.23 and 3.24).

By definition, those agents with valuations inMB′ who shout truthfully will place
shouts at lower than the equilibrium pricep∗ since

eqa ≤ p∗ ≤ eqb

thus from equation 3.15:

p∗ ≥ max(MB′)

Therefore their truthful bidsρp = vi will fail the conditionρp ≥ ap sinceap = p∗
and we have just shown that for these buyersρp < p∗. A similar arguments applies to
sellers. Therefore our match setŝMB′ andM̂S′ will contain only those shouts from
traders with potentially efficient valuations inMS andMB, and since all trades will
occur at the same pricep∗ regardless of which particular auction pricing rule is used,
we can be sure of achievingEA = 1 by the reasoning in Section 3.1.2.
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The problem with such a hypothetical trading strategy is of course that agents have
no apriori knowledge of the true equilibrium price range. Nevertheless we have a
glimpse of how high-efficiency outcomes might be achieved ina CDA in principle.
In the following chapters, we will see that remarkably thereare situations in which
trading strategies canin practicediscover the true equilibrium price range in aCDA

without this knowledge of the true equilibrium price being explicitly provided by the
auctioneer.

3.5 Summary and Contribution

In this chapter I have defined a space ofmechanisms. I have drawn on previous work,
and the formalism presented here to explore the design properties of various mech-
anisms within this space using analytical methods. However, the complexity of the
mechanisms within this space is such that analytical methods on their own are unable
to yield clear-cut results from the perspective of traditional auction theory; for exam-
ple, none of the mechanisms presented here areincentive-compatiblein the general
case. Therefore, in the remainder of this thesis we will use empirical methods (simula-
tion) in tandem with analytical methods in order to search the mechanism design space
heuristically. In Chapter 5 we will return to the design space from a computational
perspective, and see how auction mechanisms can be implemented and described in
software, thus allowing them to besimulated.
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Chapter 4

Trading Strategies

In the previous chapter we introduced a framework for specifying how the market al-
locates goods and sets prices — the rules of the market place,or the marketinstitution.
In this chapter, we turn our attention to the agents populating this environment. In
particular, we discuss the different tradingstrategiesthat will be used in our models of
traders’ decision-making.

Each agentai has an associated trading strategy, which specifies a mapping Z
between its valuationvi and the shoutρ ∈ P that it will place at timet. For simplicity,
we shall assume that: buyers always submit bids, sellers always submit asks, each agent
only submits shouts for a single unit, and only the active tradersKt place shouts (see
3.2.3) . Thus:

Z(i, t) = (bid, ai, ζ(i, t), 1, t) ⇐⇒ ai ∈ B ∧ ai ∈ Kt (4.1)

Z(i, t) = (ask, ai, ζ(i, t), 1, t) ⇐⇒ ai ∈ S ∧ ai ∈ Kt (4.2)

Z(i, t) = (∅, ai, 0, 0, t) ⇐⇒ ai /∈ Kt (4.3)

whereζ is a function that sets theprice of the shout according to the strategy being
deployed.

I will now review several classes of strategy that are commonly used inACE re-
search. In the following section I will discussnon-adaptivestrategies that do not adjust
their behaviour in response to changing market conditions.In Section 4.2, I will review
several strategies that adapt their behaviour based on market information. Finally, in
Section 4.2.4 I will discuss strategies that adjust their behaviour based solely on local
feedback.

4.1 Non-Adaptive Strategies

4.1.1 The Truth-Telling Strategy

The truth-telling strategy (abbreviationTT) simply places shouts equal to the agent’s
valuation:

39
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ζ(i, t) = vi (4.4)

Although it is extremely simple, the truth-telling strategy is of fundamental impor-
tance, since in an incentive-compatible mechanism this strategy is guaranteed to obtain
the optimal payoff for agentai no matter what strategies are adopted by the other
agents. Of course, most double-auction mechanisms are not incentive-compatibile and
henceTT is not dominant; but it is interesting to note that in aCH auction an ho-
mogeneous population of agents usingTT will bring about high-efficiency outcomes
(EA = 1) whereas in aCDA, TT will result in poor-efficiency outcomes. This is dis-
cussed further in Chapter 8.

4.1.2 The Equilibrium-Price Strategy

As we demonstrated in Section 3.4, if agents hypotheticallyknow the true equilib-
rium pricep∗ they can coordinate on high efficiency outcomes in a wide variety of
mechanisms regardless of their incentive-compatibility properties. This motivates the
introduction of acontrol strategy that is useful in comparing realistic trading strate-
gies. Agents using the Equilibrium-Price strategy (abbreviation EPS) bid at the true
equilibrium price only if it is not unprofitable to do so:

ai ∈ B ∧ p∗ ≤ vi =⇒ ζ(i, t) = p ∗ (4.5)

ai ∈ S ∧ p∗ ≥ vi =⇒ ζ(i, t) = p∗ (4.6)

As we have demonstrated this strategy will result in maximalefficiency (EA = 1)
when all agents adopt it in aCDA mechanism.

4.1.3 The Pure Simple Strategy

In non-incentive-compatiblemechanisms it may sometimes pay to shout non-truthfully.
Consider a discriminatory-price clearing-house withk = 1 for equation 3.29. An agent
who is a buyer in this mechanismai ∈ B, who submits a bidρ which is subsequently
matched stands to pay an amount exactly equal to their bid price, thus their surplus
will be given byvi − ρp, suggesting that they can potentially increase their surplus by
bidding under their valuation, provided that theirρp is sufficiently high to make it into
the match setC. A similar argument applies to sellers faced with ak = 0 mechanism.

This motivates the introduction of our first non-truthful strategy, the Pure Simple
(abbreviationPS). ThePSstrategy bids a fixed amount above/below the agent’s valua-
tion for sellers/buyers respectively:

ζ(i, t) = vi − µit ⇐⇒ ai ∈ B (4.7)

ζ(i, t) = vi + µit ⇐⇒ ai ∈ S (4.8)

whereµit = PSEi
∈ R is a configurable parameter. Of course, the major problem

we face is how to choosePSEi
. On the one hand, smaller values ofPSEi

increase
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the probability of the shout being accepted, but on the otherhand this in turn may
decrease the agent’s surplus. Optimizing the expected surplus is non-trivial since in
the general case the optimal value will depend on the mechanism that the agent is
trading in (for example, if we are a seller in ak = 1 clearing-house we should choose
PSEi

= 0) and in non-incentive-compatible mechanisms the choice will depend on
the strategies adopted by other agents, which may change over time, as well as the
details of the mechanism. Thus we see that thePSstrategy is very brittle. Nevertheless
it is instructive to study, since the design of many other strategies in the double-auction
market can be thought of as progressively more sophisticated techniques for tuningµit
in response to changing market conditions.

4.1.4 The Zero Intelligence Constrained Strategy

We have seen that a very simple strategy — theTT strategy – is able to yield highly effi-
cient outcomes (EA = 1) in clearing-house mechanisms, but fares poorly in continuous-
clearing mechanisms. Indeed, from the perspective of the auctioneer, it is difficult to
see how the market can be cleared with full efficiency in a continuous double-auction,
since the auctioneer only has a partial view of the full set ofpotential signals repre-
senting the supply and demand in the market-place when it comes to setting prices and
enforcing trades. The match setŝMSt andM̂Bt will contain shouts from relatively
few traders, as compared with a clearing-house mechanism where the auctioneer waits
until it has shouts from all traders before attempting to clear the market; using continu-
ous clearing, the auctioneer has only a partial picture of supply and demand and cannot
compute the equilibrium-price accurately.

The Zero Intelligence Constrained (abbreviationZIC) is a slightly more sophisti-
cated version ofPS that shoutsrandomlybelow/above the agent’s valuation:

ζ(i, t) = vi − µit ⇐⇒ ai ∈ B (4.9)

ζ(i, t) = vi + µit ⇐⇒ ai ∈ S (4.10)

whereµit ∈ [0, ZICEi
] ⊂ N is a discrete random variable distributedU(0, ZICEi

).

Gode and Sunder [58] demonstrated that this very simple strategy was able to
achieve a fairly high allocative efficiency in aCDA marketplace. As Cliff comments:

“. . . the ZI-C traders scored over 99% in three experiments, and over
97% in the other two: the average efficiency for the humans was97.9%,
while for the ZI-C’s it was 98.7%... thus, the main message ofGode and
Sunder’s paper is that allocative efficiency appears to be almost entirely a
product of market structure.”[28] Page 32
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4.2 Adaptive Strategies

4.2.1 The Zero-Intelligence Plus Strategy

The Zero-Intelligence Plus strategy (abbreviationZIP) was designed as the simplest1

possible trading algorithm that was able to yield fairly high efficiency outcomes (EA ≃
0.98), as well as being able to replicate the bidding behaviour ofhuman traders in
double-auctions with continuous clearing [28]. Cliff observed that Gode and Sunder’s
original results [58] were not precisely replicated when agents’ valuations were ran-
domly drawn from probability distributions different to those of the original paper. Al-
though similar allocative efficiency was observed, the distribution of transaction prices
was not always as closely clustered around the equilibrium pricep∗, suggesting that a
different mechanism was required to more precisely fit the data recorded from human
subjects.

Each agent maintains an output-levelZIPΩ(i, t) which determines the margin over
and above their valuation that they will bid at:

ζ(ai, t) = vi[1 + ZIPΩ(i, t)] (4.11)

The output level is adjusted incrementally over time towards a target margin
ZIPΩ′(i, t):

ZIPΩ(i, t+ 1) = ZIPΩ(i, t) + ZIPγ(i, t) (4.12)

ZIPγ(i, t+ 1) = ZIPγ(i, t)× ZIPµi
+ ZIP∆(i, t)× [1− ZIPµi

] (4.13)

ZIP∆(i, t+ 1) = ZIPλi
[ZIPΩ′(i, t+ 1)− ZIPΩ(i, t)] (4.14)

whereZIPλi
, the learning-rate, is a constant which determines the speed of conver-

gence, andZIPµi
, the momentum, is a constant for dampening oscillations.

The target marginZIPΩ′(i, t) is set by observing the most recent shout placed in
the market:

ρ : time(ρ) = t− 1

For sellers, if this shout resulted in a transactionc ∈ Ct, and the agent is currently
trading below the observed transaction price (ζ(i, t) ≤ cp), then the agent raises its
target margin so that its shout price will be a small threshold,ZIPτ , above the observed
transaction price.

∃c : (c ∈ Ct ∧ (cβ = ρ ∨ cα = ρ)) =⇒

ZIPΩ′(i, t+ 1) =
cp + ZIPτ (cp, i)− vi

vi
∀i:(ai∈S∧ζ(i,t)≤cp)

(4.15)

1In the sense of possessing minimal state information
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where the threshold function is given by:

ZIPτ (p, i) = δ(1,t,i)p+ δ(0,t,i) (4.16)

δ(1,t,i) ∼ U(0, ZIPσi
) (4.17)

δ(0,t,i) ∼ U(0, ZIPαi
) (4.18)

If the agent is currently trading above the observed price, then provided that the agent
is still actively trading, the agent adjusts its price towards a small threshold below the
observed transaction price:

∃c : (c ∈ Ct ∧ (cβ = ρ ∨ cα = ρ)) =⇒

ZIPΩ′(i, t+ 1) =
cp − ZIPτ (cp, i)− vi

vi
∀i:(ai∈S∧ζ(i,t)>cp)

(4.19)

If the last shout did not result in a transaction then active agents will adjust their prices
towards a small threshold below the shout price regardless of their current price:

∄c : (c ∈ Ct ∧ (cβ = ρ ∨ cα = ρ)) =⇒

ZIPΩ′(i, t+ 1) =
ρp − ZIPτ (ρp, i)− vi

vi
∀i:(ai∈S)

(4.20)

Correspondingly, for buyers:

∃c : (c ∈ Ct ∧ (cβ = ρ ∨ cα = ρ)) =⇒

ZIPΩ′(i, t+ 1) =
cp − ZIPτ (cp, i)− vi

vi
∀i:(ai∈B∧ζ(i,t)≥cp)

(4.21)

∃c : (c ∈ Ct ∧ (cβ = ρ ∨ cα = ρ)) =⇒

ZIPΩ′(i, t+ 1) =
cp + ZIPτ (cp, i)− vi

vi
∀i:(ai∈B∧ζ(i,t)<cp)

(4.22)

∄c : (c ∈ Ct ∧ (cβ = ρ ∨ cα = ρ)) =⇒

ZIPΩ′(i, t+ 1) =
ρp + ZIPτ (ρp, i)− vi

vi
∀i:(ai∈B)

(4.23)

4.2.2 Kaplan’s Sniping Strategy

Todd Kaplan’s sniping strategy (abbreviationTK) waits until the last moment before
attempting to “steal the bid”; sniping agents remain inactive in the background until
the state of the auction is in their favour or time is running out, at which point they
place truthful shouts [51].
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Parameter name Semantics Range
ZIPσi

Scaling factor ∈ R
ZIPαi

Absolute perturbation ∈ R
ZIPλi

Learning rate ∈ R
ZIPµi

Momentum ∈ [0, 1]

Table 4.1: Parameters for theZIP strategy

Variable Semantics
ZIPγ(i, t) Cumulative discounted momentum
ZIPΩ(i, t) The current output-level for agenti at timet
ZIP∆(i, t) The level of adjustment for agenti at timet
ZIPΩ′(i, t) The target margin for agenti at timet

Table 4.2: State variables for theZIP strategy

Let Yt denote the set of transactions that occurred in the previousday’s trading.

{υ1, υ2, . . . } = Yt =
⋃

i:dayi=dayt−1

Ci

The set is ordered on transaction price:

a ≤ b ⇐⇒ price(υa) ≤ price(υb)

Let T denote the number of ticks until the next clearing operation. Let σt denote the
market spread:

σt = | ˆeqb(t)− ˆeqa(t)| (4.24)

Kaplan snipers shout truthfully:

ζ(i, t) = vi

but only when the market is in their favour:

ai ∈ B ∧ ˆeqa(t) < min(Yt)p =⇒ Kt+1 = Kt ∪ {ai} (4.25)

ai ∈ S ∧ ˆeqb(t) > max(Yt)p =⇒ Kt+1 = Kt ∪ {ai} (4.26)

ai ∈ B ∧
σt

ˆeqa(t)
< KAPσi

=⇒ Kt+1 = Kt ∪ {ai} (4.27)

ai ∈ S ∧
σt

ˆeqb(t)
< KAPσi

=⇒ Kt+1 = Kt ∪ {ai} (4.28)

or time is running out:

T < KAPτi
=⇒ Kt+1 = Kt ∪ {ai} (4.29)
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Parameter name Semantics
KAPτi

The time factor
KAPσi

The spread factor

Table 4.3: Kaplan parameters

4.2.3 The Gjerstad-Dickhaut strategy

The Gjerstad-Dickhaut (abbreviationGD) strategy estimates the probability of a shout
being accepted based on historical observations and then places its shout to maximise
the agent’s expected profit [57].

Agents using theGD strategy make use of a memory mechanism that records the
shouts that gave rise to the lastn transactions in the market, wheren = GDN ∈ N is
the parameter that determines the size of the memory. The memory is divided into four
sets:

ĤSt ⊂ P The history of accepted asks up until timet
ĤBt ⊂ P The history of accepted bids up until timet
ĤS′

t ⊂ P The history of unaccepted asks up until timet
ˆHB′

t ⊂ P The history of unaccepted bids up until timet

The history is empty at the start of trading:

ĤS0 = ĤB0 = ĤS′
0 = ˆHB′

0 = {} (4.30)

As shouts areplaced(Section 3.2.6) they are recorded in the history ofunaccepted
shouts:

ĤS′
t+1 = ĤS′

t ∪ ρ ⇐⇒ ρ ∈ M̂S′
t (4.31)

ˆHB′
t+1 = ˆHB′

t ∪ ρ ⇐⇒ ρ ∈ ˆMB′
t (4.32)

As shouts arematched(Section 3.2.6) they are recorded in the history ofaccepted
shouts:

ĤSt+1 = ĤSt ∪ ρ ⇐⇒ ρ ∈ M̂St (4.33)

ĤBt+1 = ĤBt ∪ ρ ⇐⇒ ρ ∈ M̂Bt (4.34)

Note that the history is unaffected by the clearing operation (Section 3.2.9), hence once
a shout is recorded as accepted it remains so, unless it is removed due to memory-size
restrictions as defined below.

Let

~hst = {hs(1,t), hs(2,t), . . . , hs(GDN ,t)} (4.35)
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wherehs(1,t) ∈ N represents the total number of asks that were recorded before the1st

most recent transaction,hs(2,t) is the total number of asks before the2nd most recent
transactionetc.
Similarly let

~hbt = {hb(1,t), hb(2,t), . . . , hb(GDN ,t)} (4.36)

wherehb(1,t) ∈ N represents the total number of bids that were recorded before the1st

most recent transaction,hb(2,t) is the total number of bids before the2nd most recent
transactionet cetera.
Let the scalarht ∈ [0, GDN ) represent the current transaction number defined as
follows

clrt ∈ Et =⇒ ht+1 = ht + |Ct| mod GDN (4.37)

∃ρ : ρt = t ∧ ρc = ask =⇒ (4.38)

hs(ht+1,t+1) = hs(ht+1,t) + 1 (4.39)

Agents using theGD strategy use the history data to form an estimate,GDp̂a(p) of the
probability of a shout with pricep being accepted, based on:

• the number of asks accepted at prices greater than or equal top;

GDTAG(p,t) = |{ρ : ρ ∈ ĤSt ∧ ρp ≥ p}| (4.40)

• the total number of bids in the history at prices greater thanor equal top;

GDBG(p,t) = |{ρ : ρ ∈ (ĤBt ∪ ĤB
′
t) ∧ ρp ≥ p}| (4.41)

• the number of rejected asks in the history at prices less thanor equalp;

GDRAL(p,t) = |{ρ : ρ ∈ ĤS
′
t ∧ ρp ≤ p}| (4.42)

• the number of accepted bids at prices less than or equal top;

GDTBL(p,t) = |{ρ : ρ ∈ ĤBt ∧ ρp ≤ p}| (4.43)

• the total number of asks in the history at prices less than or equal top;

GDAL(p,t) = |{ρ : ρ ∈ (ĤSt ∪ ĤS
′
t) ∧ ρp ≤ p}| (4.44)

• and the number of rejected bids at prices greater than or equal to ρp

GDRBG(p,t) = |{ρ : ρ ∈ |{ρ ∈ ˆHB′
t ∧ ρp ≥ p}| (4.45)
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Parameter name Semantics
GDN The memory size

Table 4.4: GD parameters

Where we have recorded an ask at pricep in the history (∃ρ : ρ ∈ (ĤSt ∪ ĤS
′
t)∧

ρp = p), the estimated probability of a new ask being accepted at the same price is
given by the following equation:

GDp̂a(p,t) =
GDTAG(p,t) +GDBG(p,t)

GDTAG(p,t) +GDBG(p,t) +GDRAL(p,t)
(4.46)

Similarly, where we have recorded a bid at pricep in the history, the estimated
probability of a new bid being accepted is:

GDp̂a(p,t) =
GDTBL(p,t) +GDAL(p,t)

GDTBL(p,t) +GDAL(p,t) +GDRBG(p,t)
(4.47)

For prices not recorded in the history, the function

GDpa(p,t) = α(3,t)p
3 + α(2,t)p

2 + α(1,t)p+ α(0,t)

is obtained using cubic-spline interpolation over the pairs defined by the function
GDp̂a(p,t).

Now that we have an estimate of the probability of a shout being accepted at a
particular price, we are in a position to estimate the expected surplus as a result of
bidding at different prices. For buyeri:

GDE(p,i,t) = (vi − pp)GDpa(p) (4.48)

and for selleri:

GDE(p,i,t) = (pp − vi)GDpa(p) (4.49)

Finally, theGD strategy chooses prices in order to maximise expected surplus:

ζ(i, t) = argmax
p∗

GDE(p∗,i,t) (4.50)

4.2.4 Reinforcement-learning Strategies

The adaptive strategies in the previous sections are general-purpose in the sense that
they do not rely on any of the underlying implementation details of the auction mech-
anism, such as the particular clearing rule that is used. They do, however, rely on
certain market-data being made available; theZIP andGD strategies rely on the shouts
of other agents to be made public information, and theTK strategy relies on public
market-quote data. The strategies in this section, in contrast, rely only on the immedi-
ate feedback from interacting with the mechanism; the surplus that each agent was able
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to obtain in the most recent round of trading. Thus they are general-purpose enough to
be used in any auction-mechanism, even where we do not have access to market-data,
for example, in repeatedsealed-bidauctions.

These strategies choose their markup over their valuation price thus:

ζ(i, t) = vi +RLλi
(t)RLµi

⇐⇒ ai ∈ S (4.51)

ζ(i, t) = vi −RLλi
(t)RLµi

⇐⇒ ai ∈ B (4.52)

based on areward signalRLρi
(t) which represents the most recent profits of agentai:

RLρi
(t) = Γt(ai)− Γt−1(ai) (4.53)

The functionRLλi
: N → Θi represents the output of learning algorithmλ where

Θi = [0, RLki
) ⊂ N is the set of possible outputs fromλ.

Parameter name Semantics
RLλi

(t) A function specifying the output from a
reinforcement learning algorithm

RLµi
A scaling factor used to map learning outputs
onto actual prices

RLki
The number of possible outputs fromRLλi

Table 4.5: Reinforcement-learning parameters

The Dumb-Random learning algorithm

The dumb-random learning algorithm (abbreviationDR) is a control algorithm that in
fact performs no learning and chooses actions randomly:

RLλi
= δit (4.54)

whereδit is a discrete random variable distributed uniformly in the range[0, RLki
).

This algorithm can be used in control experiments by substituting it for one of the
other algorithms below; if an observation is preserved under this substitution we can
conclude that our observation is not likely to be due to learning behaviour. Functionally
it is equivalent to theZIC strategy (Section 4.1.4).

The Roth-Erev learning algorithm

The Roth-Erev algorithm (abbreviationRE) is designed to mimic human game-playing
behaviour in extensive form games [43]. Agents bid probabilistically according to:

RLλi
(t) = REi(t) = δit (4.55)

whereδit ∈ Θi is a discrete random variable distributed:
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P (δit = x) = REp(x, i, t) (4.56)

The propensities are initialised based on the scaling parameterREsi
; ∀ai ∈ A and

∀θ ∈ Θi:

REq(θ, ai, t0) =
REsi

RLki

(4.57)

theREq are then updated based on the experience functionREǫ:

REq(θ, ai, t) = (1−REρi
)REq(θ, ai, t− 1) (4.58)

+REǫ(θ, ai)

where the experience function depends on the most recent reward signalRLρ and
the last action chosen by the agentREi(t− 1):

REǫ(θ, ai, t) = RLρi
(t− 1)[1−REηi

] ⇐⇒ θ = REi(t− 1) (4.59)

REǫ(θ, ai, t) = RLρi
(t− 1)

REηi

RLki
−1 ⇐⇒ θ 6= REi(t− 1) (4.60)

and then normalized to produce a vector of probabilities; let Qit denote the sum of all
the propensities for agenti:

Qit =
∑

θ∈Θi

REq(θ, ai, t) (4.61)

Then∀θ ∈ Θi and∀ai ∈ A:

REp(θ, ai, t) =
REq(θ, ai, t)

Qit
(4.62)

Parameter name Semantics
REki

The number of possible outputs
REρi

The recency parameter
REηi

The experimentation parameterη
REsi

The scaling parameter

Table 4.6: Parameters for the Roth-Erev learning algorithm

Nicolaisenet al.’s modified Roth-Erev algorithm

Nicolaisen, Petrov and Tesfatsion [98] (abbreviationNPT) used a modified version of
the Roth-Erev algorithmRLλi

(t) = RE′
i(t) whereRE′

i(t) is computed identically to
REi(t) but for a modification to the experience function:
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State variable Semantics
REi(t) The output of the learning algorithm at timet

REp(θ, ai, t) The probability distribution over each possible action
θ ∈ Θi

REq(θ, ai, t) Thepropensityfor each possible action
θ ∈ Θi

REǫ(θ, ai, t) The experience function

Table 4.7: State variables for the Roth-Erev learning algorithm

REǫ′(θ, ai, t) = RLρi
(t− 1)[1−REηi

] ⇐⇒ θ = RLI(t− 1) (4.63)

REǫ′(θ, ai, t) = REqi

REηi

RLki
−1 ⇐⇒ θ 6= REi(t− 1) (4.64)

The use of this algorithm is discussed further in Section 6.3.

The Stateless Q-Learning algorithm

The Stateless Q-learning algorithm (abbreviationSQ) is a single-state version of a
temporal-difference reinforcement-learning algorithm called Q-Learning [147]. The
algorithm maintains a tableSQQ(θ, ai, t) which can be thought of as an estimate of
the payoff to each possible actionθ ∈ Θi. The estimates are updated using the rule:

SQQ(θ, ai, t+ 1) = SQQ(θ, ai, t)

+ SQαi

[
RLρi

+ SQγi
max
θ′

SQQ(θ′, ai, t)− SQQ(θ, ai, t)
]

(4.65)

whereSQγi
∈ R is a discount factor andSQαi

is a parameter controlling the rate of
convergence.

Actions are chosen to maximise estimated payoff using anǫ-greedy rule:

RLλi
(t) = δit ⇐⇒ ǫ′it ≤ SQǫi (4.66)

RLλi
(t) = argmax

θ∗
SQQ(θ∗, ai, t) ⇐⇒ ǫ′it > SQǫi (4.67)

whereǫ′it ∈ R is a random variable distributedU(0, 1) andδit ∈ N is a discrete random
variable distributedU(0, RLki

− 1).
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Parameter name Semantics
SQǫi The exploration parameter
SQγi

The discount factor
SQαi

The learning rate

Table 4.8: Parameters for the stateless Q-Learning algorithm

4.3 Summary and Contribution

In this section I have presented several classes of trading strategy from the double-
auction literature. The main contribution of this chapter has been to formulate all of
these strategies within the common framework defined in the previous chapter. In so
doing, I have been able to formulate these strategies in sucha way that they can be
seen to be applicable in several different variants of the double-auction market. For
example, although theZIP andGD strategies were originally formulated in the context
of a market with continuous-clearing, nothing in their formulation herein depends on
the form of the clearing-rule that is used. Indeed, in Chapter 8, we shall use a common
set of strategies from this chapter to explore the design implications of different double-
auction mechanisms.
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Chapter 5

Simulation Framework

As we saw in Chapter 3, many of the variants of the double-auction are extremely
difficult to analyse using traditional analytical methods from classical game theory and
auction theory. In such cases,simulationsof double-auction markets have been used to
shed light on some of the grey areas that are difficult to analyse using existing theories.
This methodology has come be to known as Agent-based Computational Economics
(ACE) [139]. In this chapter I give an overview of the simulation framework that was
used to conduct the experiments that are reported on in laterchapters.

As with any software engineering problem, in choosing an appropriate software
framework in which to implement anACE simulation it is important to consider the
requirements that the software needs to meet. In Section 5.1, I give an overview of the
typical requirements addressed by simulation software in general, and I then proceed
to give an overview of some commonly-used simulation frameworks categorised ac-
cording to the functionality that they provide. In Section 5.1.7 I give an overview of
my specific requirements for simulating the double-auctionmarket, and give an outline
of the design of the system in terms of the formal model specified in Chapter 3.

5.1 An overview of multi-agent simulation

5.1.1 Simulating a MAS verses implementing a MAS

Software forsimulatingmulti-agent systems typically addresses different requirements
from that designed toimplementmulti-agent systems. Although it is natural to view a
MAS implementation as its own simulation, there are a number of problems with such
an approach, which I shall address in turn.

Firstly, ideally we would like the outcome of a simulation experiment to be exactly
reproducible given the initial conditions of the experiment. This is not always possible
in a MAS implementation since many environmental factors will be beyond the exper-
imenter’s control. For example, the precise outcome of an experiment may depend on
the exact timing with which an agent responds to a particularmessage, and this time
interval will depend on factors beyond the experimenter’s control, such as the memory

53
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and CPU currently available to the agent.
Secondly, when we come to analyse the results of a simulation, we often need to

generalise beyond a single run of an experiment with a singleset of initial conditions.
Typically, we generalise by taking many samples of free initial variables and running
the experiment many times for each sample. Simulation frameworks are equipped to
log data from the outcome of each experiment to a format suitable for analysis using
statistical analysis software, such as MAT-LAB.

Thirdly, the performance considerations of a simulation are qualitatively different
to that of an implementation. The software architecture of aMAS implementation is
driven by real-world requirements that do not always hold ina simulation context,
and once these requirements are relaxed, alternative architectures can yield significant
performance improvements. For example, trading agents in the real-world need to be
able to run on different machines due to commercial and practical considerations. This
distributed parallelism is detrimental to raw system-level performance however, since
inter-host network communication overheads dominate other performance considera-
tions. By running all agents on the same host we can achieve several orders of magni-
tude performance increase since inter-agent communication can be achieved with the
negligible cost of an intra-process method invocation. This would be an impractical
solution for a realMAS trading implementation, and would not achieve a reduction in
elapsed auction times anyhow, since much of the processing involved needs to be syn-
chronised with sporadic real-world events (such as waitingfor a human to determine
their valuation for an item). However, such considerationsdo not apply in a simu-
lation context, and by relaxing these constraints we can achieve a significant gain in
performance.

Similarly, much of the technical complexity of a realMAS implementation ad-
dresses requirements that are not present in a simulation context. MAS implementa-
tions need to be robust against system failures, and they need to respond quickly to
real-time asynchronous events. This requires a highly-parallel software architecture,
involving, for example, many threads of execution running simultaneously. This in
turn necessitates advanced, and costly, programming techniques for dealing with the
common defects, such as race conditions [22], that can arisein parallel applications.
Such considerations do not apply in agent-based simulation, since real-time parallelism
can be simulated using a sequential program, and this greatly reduces the complexity
of the software (and hence the potential for bugs). Note thatsince we typically run the
simulation very many times (with different samples of free variables), we can easily
scale-up the performance of our experiments by running different samples on different
hosts, despite the fact that we are using a sequential software architecture.

Finally, anyMAS interacts at some point with a set of non-agent components, viz the
environment. In anACE scenario, for example, the environment might constitute eco-
nomically relevant characteristics of the human owners of agents, such as their utility
functions. Unlike the agents in aMAS implementation, the environment is not a soft-
ware entity, and cannot be directly ported to an agent-basedsimulation. Rather, the en-
vironment itself must simulated. Agent-based simulation toolkits provide Monte-Carlo
functionality for the abstract statistical simulation of environmental factors, which are
often modeled as stochastic processes. In anACE scenario, for example, rather than
explicitly modelling the socio-biological formation of human preferences, we may
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assume for convenience that preferences are drawn from somerandom distribution.
Hence a key feature of any simulation toolkit is a library of pseudo-random number
generators (PRNG). ThePRNGs provided in simulation toolkits are more advanced than
those provided in standard programmer’s libraries, such as, for example, the rand()
function provided by Unix’s libc library, which suffer fromsmall periods and pre-
dictable correlations between numbers in the sequence which can skew the results of
experiments [102]. A good simulation toolkit will provide high qualityPRNGs, such as
the Mersenne TwisterPRNG [85], with extremely large periods, low statistical correla-
tion, and the ability to produce random numbers according toarbitrary (non-uniform)
distributions.

In summary, when developing a system to simulate a multi-agent system, it is im-
portant to choose a framework or toolkit that is specificallydesigned for agent-based
simulation, as opposed to toolkits such asJADE [7] that are designed forimplementing
multi-agent systems.

5.1.2 Different approaches to simulating time

As discussed in the previous section, for practical purposes we prefer to simulate the
parallelism of events using sequential computation, rather than execute the simulation
of multiple simultaneous events in parallel in real-time. This necessitates a framework
for computing the outcome of events that occur simultaneously. Since computations
in the simulation corresponding to these events occur at different times from the times
that the events would have occurred at in a real system, this results in two distinct
notions of time, viz “simulation-time” as opposed to “real-time” (also known as “wall-
clock time”). Since time plays an important causal role in any model, it is important to
be able to time-stamp events with the simulation-time that they occurred and provide
the current simulation time to all entities in the model. Hence, we need to simulate
the progression of simulation-time and its causal role. There are several approaches to
simulating time in a model:

5.1.3 Continuous time models

Many physical processes are characterised by smooth and continuous changes in time-
dependent variables. For example, the velocity of a projectile is a continuous function
of its acceleration and time, and may vary smoothly over an arbitrarily small interval
of time. Processes such as these are typically modeled usingsystems of differential
equations. Many simulation toolkits exist for approximately solving, and analysing the
dynamics of models expressed as differential or differenceequations.

Differential equation models are common in analytical microeconomics. Such
models are applicable approximations of real marketplaceswhen there are very large
numbers of participants in the market since individual characteristics of the partici-
pants play a less significant role and the entities in the system can be treated as simple
and homogeneous particles. However, these models break down when the number of
participants becomes very small and the individual and strategic characteristics of the
participants become more prominent.
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Agent-based models address this issue by providing a richerstructure with which
to model market participants. In such models, macro-level variables describing the
ensemble of agents no longer vary smoothly with time. This necessitates alternative
approaches to temporal modelling.

5.1.4 Discrete-event simulation

Discrete-event simulation frameworks [5, 54] model time indiscrete quanta called
”ticks”. Intuitively, a tick can be thought of as an “instant” of time. During the simula-
tion of a tick – the “tick cycle” – entities (agents) in the simulation signal which agents
they interact with during that instant of time by sendingeventsto each other. Individual
events specify the exact nature of the interaction between agents. In an auction simula-
tion, for example, an auctioneer agent may send an end-of-auction event to all trading
agents in the auction when it has closed. At the end of tick cycle, once events have
been exchanged, each entity updates its internal state in response to any events it has
received. Since an entity can have multiple events in its event queue, it can take into
account the causal effect of multiple simultaneous events when it comes to computing
its updated state.

5.1.5 Agent decision functions

In an ACE simulation agents often need to make intelligent decisionsin their resource
utilisation and acquisition behaviour. Modelling intelligent decision making behaviour
is one of the central problems in Artificial Intelligence research, and there are as many
approaches to modelling agent decision functions in agent-based simulations as there
are schools of thought in AI.

The intelligent-agents community has traditionally favouredsymbolicapproaches,
such as the class of Belief-Desire-Intention (BDI) models [157]. In anACE scenario,
however, the most important aspect of an agent’s goals is their ordering with respect
to the agent’s preferences; for example, agents may act to maximise their expected
utility. In the field of agent-based electronic commerce, this has led to the adoption of
numericalmethods based on dynamic programming [8, 36], such as (multi-agent) rein-
forcement learning1, in which the symbolic concept of a goal is replaced by a numerical
reward value.

Many agent-based simulation frameworks have been developed by the Artificial-
Life (ALife) community. Agents in Alife models are imbued with very little intelli-
gent behaviour at the outset; rather, intelligent behaviour emerges collectively from
the complex interactions between agents equipped with relatively crude decision mak-
ing machinery. Connectionist approaches such as neural-networks and evolutionary
approaches such as genetic-algorithms, are popular in suchmodels [78].

Since simulation is the main methodology used in ALife research, ALife software
toolkits tend to be the most mature in terms of simulation functionality. Correspond-
ingly, since empirical methods are relatively rare inMAS research, there are few frame-
works forsimulatingBDI agents, as opposed to implementingBDI agents. Thus when

1See Chapter 4 of [137] for an explanation of the relationshipbetween reinforcement-learning and dy-
namic programming.
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conducting simulations ofBDI agents, it is sometimes necessary to develop software to
integrate functionality provided byBDI software toolkits with that provided by simula-
tion toolkits.

5.1.6 Extensibility and integration

When conducting research via simulation it is often necessary to extendthe existing
functionality of the system. Although all frameworks provide the ability to configure
simulations, the desired behavior cannot always be implemented by configuring the
existing components provided by the framework. In this caseit is necessary for the
researcher to implement the desired behaviour by writing their own code. Toolkits take
two main approaches to allowing extensibility:

• scripting in a custom language; and

• introducing new classes and methods via inheritance

The former is sometimes preferred when the researcher is nota skilled programmer,
but in general the latter approach is much preferable. The disadvantages of a scripting
approach are considerable; third-party libraries, for example: libraries providingBDI or
reinforcement-learning functionality, cannot be used; the language may not necessarily
well-supported or well-known by the community and if it is aninterpreted language it
may cause performance issues.

In judging whether or not a toolkit is extensible via object-oriented programming,
one needs to ask the following questions:

• Is the source code for the original framework available?

• Is it written in an object-oriented language?

• Is it available under an open-source license?

• Is there comprehensive API documentation?

• Is the code well-structured and designed for extensibility?

Extensible software is typically characterized by very many small classes each with
a clear functional role, and each with many small methods. Software designed in a
monolithic fashion with a few large classes, or with very long methods, is hard to
extend.

5.1.7 Requirements

As discussed, when selecting an appropriate foundation on which to build a simulation
system it is important to review the requirements that software is to meet. In this sec-
tion, I review the key requirements that drove the development of simulation software
used for my research.
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• Large numbers of auctions with different sets of agents

I am interested in applying techniques from evolutionary computation to nego-
tiation and market design problems. This involves running aparticular trading
scenario a large number of times with different sets of evolving agents, and/or
evolving mechanisms. A typical experiment may, for example, require evaluat-
ing market outcomes over104 generations of evolution and require of the order
of 106 auctions to be run in total.

• A variety of auction protocols

My interest in auctions arises from their generality; ie their applicability to a
wide range of scenarios in negotiation and market design problems. In order to
be general enough, our simulation software needed to support a wide variety of
configurable auction protocols, includingdouble auctionsin which both buyers
and sellers submit offers, and multi-unit auctions in whichmultiple units of a
commodity are traded.

• The ability to change the rules of the auction

Because I am interested in market design, I need to run experiments where I vary
the rules of the auction. These variations in auction rules may not always be
taken from the set of known analysed auction rules.

• The ability to experiment with a wide variety of trading strategies

I am interested in running simulations with a wide variety ofbehavioural strate-
gies.

The key requirements can be summarised asperformanceandextensibility. During the
course of my research, I could not find any existing auction simulation software that
supported the above requirements, and so I started development on theJava Auction
Simulator API(AbbreviationJASA) project2. JASA is a high-performance extensible
auction simulator written in Java.JASA is built on top of the Repast multi-agent sim-
ulation framework [101, 125]. In the following section I review many of the common
simulation frameworks available and explain why Repast waschosen.

5.1.8 Software listing

In this section, we give a brief overview of some commonly-used general-purpose sim-
ulation frameworks that might be suitable for analysing ACEproblems.

Swarm

Swarm is one of the most famous ALife software toolkits and has been continually
improved by an active community of users and developers since the early 1990s [89].
It provides an API for discrete-event simulation.

2http://freshmeat.net/projects/jasa
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Features
high-qualityPRNGs
discrete-event simulation
spatial modelling
real-time visualisation tools
Advantages
It is well-supported and well-known by researchers
Open source
Disadvantages
It is written in Objective-C which is an obscure programminglanguage
which is not well supported, although recently a JAVA interface has been
provided using JNI (Java Native Interface)
Languages and Platforms
Objective-C
Windows
Unix

MAML - Multi-Agent Modelling Language

MAML is an extension to Swarm that provides a higher-level scripting language that is
simpler to use than Objective-C [62]. The goal is to allow researchers from the social
sciences, who are not necessarily skilled programmers, to quickly develop simulations.

Features
high-qualityPRNGs
discrete-event simulation
spatial modelling
real-time visualisation tools
Advantages
It is well-supported and well-known by researchers
Open source
Disadvantages
It is written in Objective-C which is an obscure programminglanguage
which is not well supported, although recently a JAVA interface has been
provided using JNI (Java Native Interface)
Languages and Platforms
Objective-C
Windows
Unix

RePast

The RePast toolkit is inspired by Swarm, but is written entirely in Java, and the ultimate
design goals of this system are moreMAS-oriented than ALife-oriented [101, 125].



60 CHAPTER 5. SIMULATION FRAMEWORK

Functionality
high-quality pseudo-random number generation (Mersenne Twister)
discrete-event simulation
spatial modelling
real-time visualisation tools
Advantages
Open source
Extensible
Core simulation functionality is relatively mature and robust; Uses the
CERN colt library for high-performance scientific computing.
Disadvantages
MAS-oriented features are relatively immature. There is currently no
explicit reinforcement-learning or BDI support.
Languages and Platforms
Java
Multi-platform

Desmo-J

Desmo-J provides raw discrete-event simulation functionality 3. It uses the standard
JavaPRNG, but the API should allow otherPRNGs to be plugged in.

Functionality
discrete-event simulation
Advantages
Highly-flexible
well-designed API
Disadvantages
Minimal functionality is provided beyond discrete-event modelling
Languages and Platforms
Java
Multi-platform

AScape

AScape is a Java-based discrete-event simulation framework with an emphasis on spa-
tial modelling of agents4.

3http://sourceforge.net/projects/demoj
4http://www.brookings.edu/es/dynamics/models/ascape/
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Functionality
discrete-event simulation
spatial modelling - including diffusion modelling
visualisation
Advantages
Oriented towards social-science research
Disadvantages
No high-qualityPRNGalgorithms provided
monte-carlo functionality somewhat ad-hoc.

deX - Dynamic Experimentation Toolkit

deX is a C++ framework for building multi-agent systems withan emphasis on three-
dimensional visualisation5.

Functionality
high-quality pseudo-random number generation
discrete-event simulation
spatial modelling
real-time visualisation tools, including 3D
Advantages
High-performance
Disadvantages
Licensing agreement unclear
Source-code hard to obtain
Languages and Platforms
C++
Linux

5.1.9 Choice of toolkit

There are a great many agent simulation toolkits available in the software domain. I
have reviewed several that were popular at the time of writing. I chose the RePast
simulation framework [101, 125] as the basis of my simulation software.

5.1.10 Choice of language

In order to be truly extensible, the system must give researchers the ability to pro-
gram their own trading strategies, and auction mechanisms.This necessitates the use
of a general purpose programming language. Rather than creating customised pro-
gramming languages for writing trading strategies and auction rules, I decided to use
the Java programming language. Java suits our design goals because it supports the
following features:

• Extensibility via inheritance.

5http://dextk.org/dex/index.html
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Researchers can create auction mechanisms and trading strategies from a set of
reusable softwarecomponents, whose functionality they can extend and modify
using inheritance. Base classes can be provided which serveasskeletonsfor fur-
ther development. For example, a base class for auction mechanisms is provided
as part of the system; this class encapsulates common behaviour for all types of
auction. A researcher can use this base class as a skeleton, or template, which
they can extend, by for example, replacing the generic method for determining a
clearing price, with custom code to implement a specific pricing policy.

• Performance.

In some circles, the Java programming language has gained a reputation for per-
formance problems. This reputation, however, derived fromvery early imple-
mentations of the Java Virtual Machine (JVM). Although for some benchmarks
Java is notquite as fast as C++, modernJVMs (versions 1.4 and above) are
several orders of magnitude faster than the version 1.1JVM, and many bench-
marks demonstrate superior performance for Java over C++ insome cases6. It
is now widely acknowledged that Java is mature enough to be used for for high-
performance numerical computing [11, 93]. Part of Java’s previous poor rep-
utation in this area may be due the different style of performance optimization
required, as summarised by Shirazi:

“There is a general perception that Java programs are slow. Part
of this perception is pure assumption: many people assume that if
a program is not compiled, it must be slow. Part of this perception
is based in reality: many early applets and applicationswereslow,
because of nonoptimal coding, initially unoptimized Java Virtual Ma-
chines (VMs), and the overhead of the language. In earlier versions
of Java, you had to struggle hard and compromise a lot to make a
Java application run quickly. More recently, there have been fewer
reasons why an application should be slow. The VM technologyand
Java development tools have progressed to the point where a Java
application is not particularly handicapped.”[129, p. 1]

• Ease of use.

Java is relatively easy to learn, compared with, for example, C++, and it is also
well-established; many researchers already possess Java programming skills.

• Proximity to agent-oriented programming.

Although it is not itself an agent-oriented programming language, Java has many
features in common with other Object-oriented languages that make develop-
ment of MAS simulations relatively straight-forward. For example, different
types of agents can be represented as classes; individual agents can be instan-
tiated as objects and agents can communicate amongst one another by invoking
methods on each other.

6For example, seehttp://www.kano.net/javabench/.
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5.2 Engineering Methodology

As Ropellaet al. [116] point out, building a simulation of a system as opposedto
implementing a system poses unique software engineering challenges, which I shall
examine in the following sections.

5.2.1 Unit testing

Functional testing is very difficult when simulating complex-adaptive systems (CAS),
such as the double-auction market place. When developing a traditional software sys-
tem, we typically have a set of well-defined system requirements that specify the exact
macro-level behaviour of the system. These requirements are complete, in the sense
that unanticipated behaviours which have not been specifiedin advance are consid-
ered undesirable7. However, when we are simulating aCAS, we are often interested
in emergentbehaviour that has not been specified in advance; in traditional software
engineering, such behaviour is an obvious sign of a defect, whereas inCAS research,
it is the entire point of the exercise. That is not to say, however, that software defects
are unimportant when we come to simulate aMAS. On the contrary, we need to have
as much confidence as possible that the effects we observe area result of the actual
assumptions that westateand not a result of an incorrect implementation of these un-
derlying assumptions.

In traditional software engineering, we can laboriously, but methodologically, test
the system to see that its behaviour matches a concrete specification. However this is
problematic inCAS modelling since the “specification” corresponds to a set of stated
assumptions about the domain, and does not take the form of statements about the
macro-level behaviour of the system. Hence, so-calledblack-boxtesting methods can-
not be applied toCAS modelling software.

Therefore, when developingCAS software, we need to place much more emphasis
on glass-boxtesting methods, which attempt to verify the correctness ofindividual
software components rather than system-level behaviour. The approach that I have
adopted is that of automated unit-testing [68]; each class (component) in the system has
a corresponding class which is responsible for testing the class under consideration by
invoking each of its methods with different parameters. Thetesting class then verifies
that each methods returns the expected result given the supplied parameters.

This approach is especially beneficial in developing research software, since it re-
sults in an automated suite of tests that can be quickly used to regression testthe system
after we have made changes to the software. In traditional software engineering, once
the software has been released, code changes are prohibitively expensive, partly be-
cause of the cost of testing to ensure that changes have not resulted in new defects to
other parts of the system as Brooks comments:

“Also as a consequence of the introduction of new bugs, program
maintenance requires far more system testing per statementwritten than

7For example, many security vulnerabilities in software typically fall into this category of defect; a vul-
nerability arises when an attacker is able to exploit unanticipated behaviour from a piece of a software to
their own advantage.
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any other programming. Theoretically, after each fix one must run the en-
tire batch of test cases previously run against the system, to ensure that it
has not been damaged in an obscure way. In practice, such regression test-
ing must indeed approximate this theoretical idea, and it isvery costly.”
[15, p. 122]

Therefore, traditional methodologies place an emphasis onfreezing the code to
further changes prior to release of the software- that is, once the software is “finished”.
However, research software is rarely finished in this sense of the word, hence it is
necessary to use engineering methods that are robust to software changes, such as for
example, frequent,automatedregression-testing [68].

Increasingly, it has been realised that this also true of commercial software, and
this has led to the development of software engineering methods that are able to cope
with changing requirements – so calledagile software engineering methodologies [6],
in which regular automated unit-testing is one of the principle techniques. During
the development ofJASA, I have incorporated various other techniques from agile en-
gineering methodologies, including the principle of making releases of the software
available to other researchers as early and as frequently aspossible (“release early,
release often” [114]), as discussed below.

5.2.2 Replication of existing experiments

For some problems involving the use of simulation, we have a concrete physical system
corresponding to the simulation; for example, when modelling meteorological phe-
nomena, we have a physical system – the atmosphere – which we can model using me-
teorological simulation software. In such scenarios, we can use the observed behaviour
of the physical system as a specification for the corresponding software simulation.

In much of the ALife and Multi-Agent Systems research into the double-auction
market, however, the emphasis is not so much on fine-grained quantitative or predic-
tive models of actual real-world instances of this institution, but rather, on assessing the
qualitative behaviour of such systems under different assumptions. This has resulted
in a proliferation of terminology forabstracta: entities that exist solely in different
researcher’s models. Whereas meteorologists know exactlywhat they mean when they
talk about, for example, a “cirrus cloud formation”, since they can, in a sense, sim-
ply point out of the window at one, it is more problematic for ALife researchers to
know exactly what is meant by, for example, a ZIP agent [28], since this is neither an
entity that exists in the real-world, nor an abstraction that possesses a simple and ele-
gant mathematical description within a well-defined theoretical framework. Indeed, the
most precise and concise definitions of a ZIP agent utilise some form of pseudo-code.

This presents methodological hurdles, however, since codeis rarely directly portable
across different experimental frameworks. Thus researchers typically have to re-engineer
such components from scratch when conducting experiments.

If one is reporting on results that are hypothesised to be contingent on a partic-
ular trading strategy such as ZIP, one has to be careful that we have an agreed-upon
definition of what ZIP actually is. Definitions in the form of code, however, present
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a challenge, since it is rarely possible to prove whether twopieces of code exhibit
identical behaviour, even for very simple programs.

Therefore, when adopting abstracta with procedural definitions into one’s experi-
mental framework, it is crucial to attempt to determine as far as possible whether the
imported entity behaves as specified. One approach that I have adopted in this thesis is
to rely onreplication attempts, in which I attempt to replicate as precisely as possible
the results reported in the original work. These are discussed further in Chapter 6.

5.2.3 Open-source

One of the key goals of theJASA project is to become a repository forreference imple-
mentationsof various entities that are commonly-used in agent-based computational
economics. For example,JASA contains implementations of many common trading
strategies that are reported on elsewhere in double-auction simulation experiments.
These implementations have undergone testing in the form ofreplication attempts, and
have associated automated regression tests that check whether these components con-
tinue to replicate the original work after any changes to thesoftware system are made.
By making these implementations publicly and freely available, as early in their devel-
opment as possible, I have been able to gain invaluable feedback from other researchers
as to the correctness of particular re-implementations of other researchers work.

Since many of the components inACE research are procedural in nature their more
concise and accurate description is in some general-purpose programming language. It
is my view that pseudo-code is not the best means of expressing these entities; rather,
I prefer to use actual runnable code. By using strict coding standards, and object-
oriented design techniques, I have been able to develop runnable-code that is just as
easy to read as pseudo-code. This has the significant advantage that other researchers
can actually execute this code, rather than relying on reverse-engineering of the code
in order to study the exact behaviour of the entities I describe.

Visualisation

Providing a visual representation of the state of the simulation can allow for a easier and
more institutive analysis, as well as quickly identifying unusual or aberrant behaviour
that may be the result of software defects8. Figure 5.1 shows a screen-shot of the sim-
ulator running with the aide of Repast visualisation features. The simulator allows the
auction state tuple(M̂B, ˆMB′, M̂S, M̂S′) to be plotted graphically in real-time, as
well as the true supply and demand schedules(MB,MS,MB′,MS′). Visualisation
can be turned off when running batch experiments in order to gain maximum time
performance.

8That is not to say, however, that visualisation is a panacea,or that it is easy to design and implement
well in the general case.
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Figure 5.1: Real-time visualisation of auction simulationusing RePast.
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5.3 Design overview

In this section I give an overview of some of the key components of the auction sim-
ulator. The UML diagrams that are referenced from this section can be found in Ap-
pendix A.

5.3.1 The shout matching algorithm

As discussed in Section 3.2.6, a core part of simulatingany auction mechanism is
maintaining four sets of shouts: the matched asks (M̂S), the matched bids (̂MB), the

unmatched asks (̂MS
′
), and the unmatched bids (̂MB

′
).

I chose the 4-heap algorithm [159] as the basis of my design, since the 4-heap algo-
rithm specifically addresses both of my design goals. The keyinnovation of the 4-heap
algorithm, as far as performance is concerned, is the use of binary-heaps to maintain
the state of the auction; this allows the fundamental operations of an auction: shout
insertion and removal, clearing and providing quotes to be carried out very efficiency.
Specifically, for a single-unit auction withL active shouts, of whichM are asks andN
are bids:

- shout insertion/removal can be carried out inO(ln(L)) time.

- market quotes9 can be provided inO(1) time

- clearing10 can be carried out inO(min(M,N)) time.

The 4-heap algorithm is also general; i.e. it is capable of maintaining state for a wide
variety of auction mechanisms.

Figure A.1 shows the UML class diagram for the classFourHeapShoutEngine.

The binary heap attributesbIn, Bout, sIn, sOut correspond toM̂B, M̂B
′
, M̂S,

M̂S
′
respectively, as defined in Section 3.2.6.

The shout-matching service is accessed through the interfaceShoutEngine, so
that alternative matching algorithms can be plugged in if sodesired.

5.3.2 Auction mechanisms

The different auction mechanisms are encapsulated throughtheAuctioneer inter-
face, which defines how the clearing operation and quote-generation are scheduled in
response to different auction events. See Figure 5.2 for an illustrative example.

Figure A.2 shows a sample of the different double-auction mechanisms that are
implemented inJASA. Each auctioneer can be configured with a specific class of
PricingPolicy, the class heirarchy for which is illustrated in Figure A.3.These
classes implement the various aspects of our generic double-auction model specified in
the Chapter 3. Table 5.3.2 lists the formal specification associated with each class. The
experimenter may choose from the existing classes, or they may extend the existing
functionality by writing their classes that implement the relevant interface

9see Section 3.2.7.
10See Section 3.2.9.
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Class Formal specification
ClearingHouseAuctioneer Section 3.3
ContinuousDoubleAuctioneer Section 3.4
DiscriminatoryPricingPolicy Section 3.3.2
InOrderPricingPolicy Section 3.3.3
UniformPricingPolicy Section 3.3.1

Table 5.1: Auction rules reference

Class Formal specification
NPTRothErevLearner Section 4.2.4
RothErevLearner Section 4.2.4
StatelessQLearner Section 4.2.4

Table 5.2: Learning algorithm reference

.

5.3.3 Agents and trading strategies

The strategic behaviour of each agent — the choice of price and quantity at any given
time – is decoupled from other aspects of the agent’s behaviour such as determin-
ing valuation, or replenishing stock levels at the end of a trading day. Thus we have
two separate class hierarchies for agents and strategies. Figure A.6 illustrates the
TradingAgent interface, which is implemented byAbstractTradingAgent,
each instance of which can be configured with a particular class of trading strategy.
The class heirarchy for trading strategies is illustrated in Figure A.5. Each subclass in
this heirarchy corresponds to a strategy defined in Chapter 4, and the relevant mappings
are shown in Table 5.3.

The decoupling of strategic behaviour from agent house-keeping functionality al-
lows new strategies to be configured via composition. Of particular interest is the
MarkupStrategyDecorator class, which can be configured to bid a fixed per-
centage markup on top of another strategy, and theMixedStrategyClass class
which can be configured to play a number of different “pure” sub-strategies with dif-
ferent probability.

The reinforcement-learning strategies described in section 4.2.4 are implemented
by theStimuliResponseStrategy class. Strategies of this type can be config-
ured to use different learning algorithms, which are encapsulated in a separate class-
heirarchy; Figure A.7 illustrates the relationship between trading strategies and learn-
ing algorithms. This design results in minimal dependencies thus allowing the various
learning algorithms implemented byJASA to be reused in non-trading contexts.

5.3.4 Events

Figure A.4 illustratesJASA’s event architecture. Different types of event are encapsu-
lated in different subclasses ofAuctionEvent and the various entities in the sim-



5.3. DESIGN OVERVIEW 69

public class ClearingHouseAuctioneer
extends TransparentAuctioneer
implements Serializable {

protected ZeroFundsAccount account;

public ClearingHouseAuctioneer() {
this(null);

}

public ClearingHouseAuctioneer( Auction auction ) {
super(auction);
setPricingPolicy(new UniformPricingPolicy(0));
account = new ZeroFundsAccount(this);

}

public void generateQuote() {
currentQuote =

new MarketQuote(askQuote(), bidQuote());
}

public void endOfRoundProcessing() {
super.endOfRoundProcessing();
generateQuote();
clear();

}

public void endOfAuctionProcessing() {
super.endOfAuctionProcessing();

}

public Account getAccount() {
return account;

}
}

Figure 5.2: The source-code for the ClearingHouseAuctioneer class. This code speci-
fies that the quote-generation and clearing operations happen at the end of every round.
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Class Formal specification
EquilibriumPriceStrategy Section 4.1.2
GDStrategy Section 4.2.3
KaplanStrategy Section 4.2.2
RandomConstrainedStrategy Section 4.1.4
StimuliResponseStrategy Section 4.2.4
TruthTellingStrategy Section 4.1.1
ZIPStrategy Section 4.2.1

Table 5.3: Trading strategy reference

ulator that respond to auction events do so through theAuctionEventListener
interface.

5.4 Summary and contribution

As we saw in Chapter 3 many of the variants of the double-auction mechanism are
difficult to analyse using conventional analytical tools. Therefore, the approach to
mechanism design I take in this thesis is an empirical one, inwhich real-life observa-
tions and simulation play a key role. In this chapter I have given an overview of the
simulation software —JASA — that I developed in order to conduct the experiments
in this thesis. Since these experiments are a key part of my research, it is important
that their implementation in sofware is as readable and transparent as possible, and is
designed according to a sound methodology in an attempt to ensure its correctness.

In this chapter I have described howJASA was developed using best-practice en-
gineering methodology for agent-based simulation: it is object-oriented, extensible,
configurable, high-performance and open-source. I have used principles ofagile soft-
ware engineeringin keeping with the dynamic nature of software designed for re-
search purposes, specifically: automated unit-testing, early and frequent releases to
other users, community bug-tracking and an emphasis on collaborative software de-
velopment. JASA has undergone many refinements and bug-fixes throughout its de-
velopment and is now of sufficient maturity that it is used by several different re-
search teams around the world for research into agent-basedcomputational economics
[140, 60, 99, 16, 96].



Chapter 6

Replication Experiments

6.1 Introduction

In the previous chapter I discussed the fact that replication experiments are a key tech-
nique in validating software used for agent-based computational economics. In this
chapter I report on the most important replication experiments that were used to vali-
date the software used throughout this thesis.

6.2 Control Experiments

In many of the experiments discussed in this thesis the main variable that is measured
is the efficiency of the marketEA (defined by equation 3.6). As discussed in Chap-
ter 4 there are twocontrol strategies that should yieldEA = 1 in a wide variety of
circumstances: theTT strategy (Section 4.1.1) and theEPS strategy (Section 4.1.2).
The former should robustly yieldEA = 1 in a CH mechanism provided that every
agent uses theTT strategy, the latter similarly in aCDA mechanism. This suggests that
experiments with agents using these strategies can serve asimportant controls.

TheTT strategy is tested in aCH with ak = 0.5 discriminatory-pricing policy (Sec-
tion 3.3.2). Agents’ valuations are drawn from a uniform distribution on the interval
[50, 100] and the market is run for102 rounds. This experiment is run102 times, and
if EA 6= 1 for any iteration then an error is reported.

The EPS strategy is tested in aCDA with a k = 0.5 discriminary-pricing policy.
Agents’ valuations are drawn from a uniform distribution onthe interval[50, 300] and
the market is run for102 trading days, each of which lasts20 rounds:

eort−1 ∈ Et−1 =⇒ NRt = NRt−1 + 1 (6.1)

NRt−1 mod 20 = 0 =⇒ eodt ∈ Et (6.2)

This experiment is repeated2× 102 times, and ifEA 6= 1 for any iteration then an
error is reported.

71
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Both of these experiments are part of the automated regression testing suite which
is run whenever changes to the simulation code are made. Thusthe results of these
control experiments are implicit in any experimental results reported in this thesis.

6.3 Nicolaisen’s Electricity Market

Nicolaisen, Petrov and Tesfatsion [98] (abbreviationNPT) describe several experiments
using a multi-unit clearing-house auction1 with discriminatoryk = 0.5 pricing2. The
domain they study is that of market design for deregulated electricity markets, in which
small numbers of traders with relatively static valuationsrepeatedly interact with each
other over a long time period.

Nicolaisenet al. were concerned with market-power effects as the number of
traders on the supply side or the demand side varied; that is,to what extent does the
market favour buyers or sellers as each group becomes smaller, and thus in more of
a monopoly-like situation.NS andNB denote the number of sellers and the number
of buyers respectively. As in the originalNPT paper, in the scenarios we consider we
examine cases whereNS = 3, NS = 6, NB = 3, NB = 6 and all corresponding
combinations. Buyer valuations are taken from the multisets:

V B = {37, 37, 17, 17, 12, 12} ⇐⇒ NB = 6 (6.3)

V B = {37, 17, 12} ⇐⇒ NB = 3 (6.4)

Correspondingly for seller valuations:

V S = {11, 11, 16, 16, 35, 35} ⇐⇒ NS = 6 (6.5)

V S = {11, 16, 35} ⇐⇒ NS = 3 (6.6)

Each group of agents has a fixed, finite generating capacity that determines the
maximum amount of electricity resource that they are capable of trading at any given
time. The variableCS denotes the generating capacity of sellers and the variableCB
denotes the generating capacity of buyers. Agents place shouts at quantity equal to
their generating capacity, thus we modify equations 4.1 and4.2 to incorporate multi-
unit bidding according to generating capacity:

Z(i, t) = (bid, ai, ζ(i, t), CB, t) ⇐⇒ ai ∈ B ∧ ai ∈ Kt (6.7)

Z(i, t) = (ask, ai, ζ(i, t), CS, t) ⇐⇒ ai ∈ S ∧ ai ∈ Kt (6.8)

Agents use the modified version of the Roth-Erev trading strategy specified in Sec-
tion 4.2.4; thusζ(i, t) is given by equations 4.51 and 4.52, and:

RLλi
(t) = RE′(i, t) ∀i (6.9)

1See section 3.3
2See section 3.3.2
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whereRE′(i, t) is defined as in Section 4.2.4. Each agent’s strategy is configured
with the following parameters which are taken from the “best-fit” parameter set used
by NPT [98, p. 10].

REǫi = 0.2 ∀i

REρi
= 0.1 ∀i

REsi
= 9 ∀i

REki
= 100 ∀i

Nicolaisenet al. tested a number of different scenarios by systematically varying the
relative concentration of sellers to buyers,RCON , and the relative generating capacity
of buyers to sellers,RCAP , where these are defined:

RCON =
NS
NB

(6.10)

RCAP =
NB × CB

NS × CS
(6.11)

The outcomes of interest are the market-power available to the buyers and sellers re-
spectively, denoted by the variablesMPB andMPS respectively, and defined by the
equations:

MPB =
PBA− PBCE

PBCE
(6.12)

MPS =
PBS − PSCE

PSCE
(6.13)

wherePBA andPSA denote the profits of the buyers verses sellers once the auction
has finished (t = t′):

PBA =
∑

∀ai∈B
Γt′(ai) (6.14)

PSA =
∑

∀ai∈S
Γt′(ai) (6.15)

and the variablesPBCE andPSCE denote the profits of buyers and sellers respec-
tively in competitive equilibrium. This is calculated by running a control experiment in
which all agents use theEPSstrategy as defined in Section 4.1.2, and then calculating
PBCE as perPBA (similarlyPSCE is calculated as perPSA).

The efficiency of the outcome is denotedEA′ and defined:

EA′ =
PBA+ PSA

PBCE + PSCE
× 100 (6.16)

This is simply the efficiencyEA defined by equation 3.6 expressed as a percentage;
that is:

EA′ = EA× 100 (6.17)



74 CHAPTER 6. REPLICATION EXPERIMENTS

Results

RCAP
RCON 1

2 1 2
EA′ 99.76 (0.84) 99.95 (0.20) 99.60 (3.4)

2 MPB -0.36 (0.17) 0.06 (0.30) 0.01 (0.45)
MPS 1.53 (0.73) -0.05 (0.27) -0.02 (0.40)
EA′ 99.07 (2.87) 99.61 (0.40) 98.27 (6.16)

1 MPB -0.27 (0.14) -0.37 (0.19) 0.12 (0.38)
MPS 1.13 (0.58) 1.26 (0.66) -0.14 (0.36)
EA′ 96.66 (6.18) 99.64 (0.35) 99.98 (0.01)

1
2 MPB -0.41 (0.15) -0.37 (0.20) -0.13 (0.28)

MPS 1.58 (0.58) 1.28 (0.68) 0.11 (0.25)

Table 6.1: Replicated results for104 auction rounds

RCAP
RCON 1

2 1 2
EA′ 100.00 (0.00) 99.49 (0.01) 100.00 (0.00)

2 MPB -0.04 (0.07) -0.07 (0.26) -0.07 (0.24)
MPS 0.19 (0.32) 0.21 (0.19) -0.06 (0.19)
EA′ 94.13 (0.09) 99.66 (0.01) 100.00 (0.00)

1 MPB -0.16 (0.09) -0.08 (0.07) 0.06 (0.24)
MPS 0.60 (0.38) 0.22 (0.28) -0.05 (0.19)
EA′ 95.22 (0.09) 99.56 (0.01) 100.00 (0.00)

1
2 MPB -0.14 (0.07) -0.06 (0.05) 0.10 (0.20)

MPS 0.59 (0.36) 0.20 (0.19) -0.08 (0.16)

Table 6.2: Nicolaisen et al.s’ results for104 auction rounds

Nicolaisenet al.’s original results are re-presented in Table 6.2. The results that I obtain
using the current version of my simulation framework are shown in Table 6.1. Each
value reported is the mean fromn = 100 samples of the experiment with the standard
deviation presented in brackets3. These were obtained using the 64-bit version of the
Mersenne TwisterPRNG[85] using double-precisionIEEE 754 floating point arithmetic
[135].

Although the results are not numerically identical to thosein the original exper-
iment, thequalitativeoutcomes of both the original and the replicated experiments
are very similar. In particular, there are relatively few sign discrepancies between the
market-power outcomes when comparing the replicated results with the original re-
sults, and where there is a sign discrepancy the absolute value of the market-power
variable is closer to zero than when there is not. This is the same qualitative criteria

3Note that the standarderror of the mean is given byσM =
σ

√

n
which is not what is directly reported

in the results table
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that Nicolaisen et al. use to compare their experimental outcomes with the analytically
predicted outcomes for market power.

6.4 Cliff’s Zero-Intelligence Plus Strategy

As discussed in Section 4.2.1, Cliff [28] set out to explore an apparent anomaly in
the work of Gode and Sunder [58]. Gode and Sunder demonstrated that their zero-
intelligence constrained strategy (Section 4.1.4) was able to yield high efficiency out-
comes in aCDA mechanism that were comparable to those of human agents. However,
in analysing the micro-behaviour of the zero-intelligenceagents compared with the
human trading behaviour, Cliff observed that the statistical distribution of transaction
prices around the equilibrium price would become significantly greater if agents’ valua-
tions were randomly assigned from different distributionsto those of Gode and Sunder,
and thus he argued that theZIC strategy was not an adequate model of human trading
behaviour. This is because in these scenarios, although

“As with the ZI-C traders, measures of allocative efficiencyfor ZIP
traders are typically very high . . . ”[28, p. 47]

when analysing the statistical deviation of transaction prices from the equilibrium price
p∗ an alternative model, zero-intelligenceplus is required in order to replicate this
micro-behaviour in a wider range of circumstances:

“. . . the data in these graphs serves to demonstrate that simple ZIP
trading strategies can readily achieve results that are impossible when
using ZI-C traders, and are closer to those expected from human sub-
jects. . . on these ground at least, the minimally adaptive ZIP traders rep-
resent a significant advance on the work of Gode and Sunder.”[28, p.
46]

The metric of interest here is the root mean square (RMS) of the difference between
observed transaction prices and the equilibrium price, denotedα, and defined formally
as:

αt =
100σt
p∗

(6.18)

whereσt is defined:

σt =

√∑
c∈Ct

(cp − p∗)2

|Ct|
(6.19)

The final outcome is averaged over the duration of the entire experiment:

α =

∑t=t′

t=0 αt
t′

(6.20)
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In these experiments agents are endowed with a trade entitlement for a single unit of
commodity which is replenished at the start of each trading day, and decremented each
time they enter into a transaction. LetT(i,t) denote the trade entitlement for agentai at
time t. Agents place bids only if they are entitled to trade:

Z(i, t) = (bid, ai, ζ(i, t), T(i,t), t) ⇐⇒ ai ∈ B ∧ ai ∈ Kt ∧ T(i,t) > 0

Z(i, t) = (ask, ai, ζ(i, t), T(i,t), t) ⇐⇒ ai ∈ S ∧ ai ∈ Kt ∧ T(i,t) > 0

The trade entitlement is reset at the start of each day:

eodt−1 ∈ Et−1 =⇒ T(i,t) = 1 ∀i (6.21)

and decremented for each transaction:

∃c ∈ Ct−1 =⇒ T(agent(c),t) = 0 (6.22)

Parameters

The auction was run for 20 days, each consisting of 50 rounds.

eort−1 ∈ Et−1 =⇒ NRt = NRt−1 + 1 (6.23)

NRt−1 mod 50 = 0 =⇒ eodt ∈ Et (6.24)

All experiments were run with aCDA clearing-rule with in-order discriminatory pricing
(Section 3.3.3).

The following parameters were used for theZIP strategy:

∀i ZIPσi
= 0.05

∀i ZIPαi
= 0.05

∀i ZIPλi
= 0.1

∀i ZIPµi
= 0.05

This was compared with a population of agents equipped with theZIC strategy (Section
4.1.4), configured:

∀i ZICEi
= 50 (6.25)

For each repetition of the experiment agents’ valuations were drawn:

vi ∼ U(50, 200) (6.26)

All floating point computations were performed usingIEEE 754 double-precision arith-
metic [135] and the 64-bit Mersenne Twister PRNG [85] was used for all random vari-
ables.



6.5. SUMMARY AND CONTRIBUTION 77

Results

Table 6.3 shows the mean and standard deviation forα andEA for 50 repetitions
of the experiment with different valuations. As is clear, these results are statistically
significant since:

σM ≈
5√
50
≈ 0.7

Thus we see that once we compareZIP andZIC under a wide variety of different
supply and demand schedules,ZIP achieves higherEA and lowerα as reported by
Cliff and Bruten.

Strategy α EA
ZIC 17.68 (5.58) 96.40 (2.00)
ZIP 7.18 (2.81) 98.58 (1.40)

Table 6.3: Replication results comparing mean outcomes forZIC versesZIP over 50
samples. The standard deviation is shown in brackets.
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Chapter 7

Empirical Game Theory

The automatic discovery of game-playing strategies has long been considered a central
problem in Artificial Intelligence. The most promising technique from evolutionary
computing for discovering new strategies isco-evolution, in which the fitness of each
individual in an evolving population1 of strategies is assessed relative to other individ-
uals by computing the payoffs obtained when the selected individuals interact. Co-
evolution can sometimes result inarms-races, in which the complexity and robustness
of strategies in the population increases as they counter-adapt to adaptations in their
opponents.

Often, however, co-evolutionary learning can fail to converge on robust strategies.
In this chapter I explore some of the limitations of current co-evolutionary algorithms,
and introduce a field known asempirical game theorywhich combines game-theoretic
analysis together with simulation methods.

7.1 Nash Equilibrium

The failure of certain types of co-evolutionary algorithmsto converge on robust strate-
gies in certain scenarios is well known [148, 45, 20], and hasmany possible causes; for
example, the population may enter a limit cycle if strategies learnt in earlier generations
are able to exploit current opponents and current opponentshave “forgotten” how to
beat the revived living fossil. Whilst many effective techniques have been developed to
overcome these problems, there remains, however, a deeper problem which is only be-
ginning to be addressed successfully. In some games, such asChess, we can safely bet
that if playerA consistently beats playerB, and playerB consistently beats playerC,
then playerA is likely to beat playerC. Since the dominance relationship is transitive,
we can build meaningfulrating systems[132] for objectively ranking players in terms
of ability, and the use of such ranking systems can be used to assess the “external”
fitness of strategies evolved using a co-evolutionary process and ensure that the popu-
lation is evolving toward better and better strategies. In many other games, however,
the dominance graph is highly intransitive, making it impossible to rank strategies on a

1Or sometimes several populations.
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single scale. In such games, it makes little sense to talk about “best”, or even “good”,
strategies since even if a given strategy beats a large number of opponent strategies
there will always be many opponents that are able to beat it. The best strategy to play
in such a game is always dependent on the strategies adopted by one’s opponents.

Game theory provides us with a powerful concept for reasoning about the best
strategy to adopt in such circumstances: the notion of aNash equilibrium. A set of
strategies for a given game is a Nash equilibrium if, and onlyif, no player can improve
their payoff by unilaterally switching to an alternative strategy.

If there is no dominant strategy (a strategy which is always the best one to adopt
no matter what any opponent does) for the game, then we shouldplay the strategy that
gives us the best payoff based on what we believe our opponents will play. If we as-
sume our opponents are payoff maximisers, then we know that they will play a Nash
strategy set byreductio ad absurdum; if they did not play Nash then by definition at
least one of them could do better by changing their strategy,and hence they would not
be maximising their payoff. This is very powerful concept, since although not every
game has a dominant strategy, every finite game possesses at least oneequilibriumso-
lution [95]. Additionally, if we know the entire set of strategies and payoffs, we can
deterministically compute the Nash strategies. If only a single equilibrium exists for a
given game, this means that, in theory at least, we can alwayscompute the “appropri-
ate” strategy for a given game.

Note, however, that the Nash strategy is not always thebeststrategy to play in all
circumstances. For 2-player zero-sum games, one can show that the Nash strategy is
not exploitable. However, if our opponents do not play theirNash strategy, then there
may be other non-Nash strategies that are better at exploiting off-equilibrium players.
Additionally, many equilibria may exist and in n-player non-constant-sum games it
may be necessary for agents tocoordinateon the same equilibrium if their strategy
is to remain secure against exploitation; if we were to play aNash strategy from one
equilibrium whilst our opponents play a strategy from an alternative equilibrium we
may well find that our payoff is significantly lower than if we had coordinated on the
same equilibrium as our opponents.

7.2 Beyond Nash equilibrium

Standard game theory does not tell us which of the many possible Nash strategies our
opponents are likely to play.Evolutionarygame theory [86] and its variants attack this
problem by positing that, rather than computing the Nash strategies for a game using
brute-force and then selecting one of these to play, our opponents are more likely to
gradually adjust their strategy over time in response to to repeated observations of their
own and others’ payoffs. One approach to evolutionary game-theory uses thereplicator
dynamicsequation to specify the frequency with which different purestrategies should
be played depending on our opponent’s strategy:

ṁj = [u(ej, ~m)− u(~m, ~m)]mj (7.1)

where~m is a mixed-strategy vector,u(~m, ~m) is the mean payoff when all players play
~m, andu(ej , ~m) is the average payoff to pure strategyj when all players play~m,
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andṁj is the first derivative ofmj with respect to time. Strategies that gain above-
average payoff become more likely to be played, and this equation models a simple
co-evolutionaryprocess of mimicry learning, in which agents switch to strategies that
appear to be more successful.

For any initial mixed-strategy we can find the eventual outcome from this co-
evolutionary process by solvinġmj = 0 for all j to find the final mixed-strategy of
the converged population. This model has the attractive properties that: (i) all Nash
equilibria of the game are stationary points under the replicator dynamics; and (ii) all
Lyapunov stable states [83] and interior limit states are also Nash equilibria [149, pp.
88–89]2.

Thus the Nash equilibrium solutions are embedded in the stationary points of the
direction field of the dynamics specified by equation 7.1. Although not all stationary
points are Nash equilibria, by overlaying a dynamic model oflearning on the equilibria
we can see which solutions are more likely to be discovered byboundedly-rational
agents. Those Nash equilibria that are stationary points atwhich a larger range of
initial states will end up, are equilibria that are more likely to be reached (assuming an
initial distribution that is uniform).

This is all well and good in theory, but the model is of limitedpractical use since
many interesting real-world games aremulti-state3. Such games can be transformed
into normal-form games, but only by introducing an intractably large number of pure
strategies, making the payoff matrix impossible to compute.

7.3 Co-evolution

But what if we were to approximate the replicator dynamics byusing an evolutionary
search over the strategy space? Rather than considering an infinite population con-
sisting of a mixture of all possible pure strategies, we use asmall finite population of
randomly sampled strategies to approximate the game. By introducing mutation and
cross-over, we can search hitherto unexplored regions of the strategy space. Might
such a process converge to some kind of approximation of a true Nash equilibrium?
Indeed, this is one way of interpreting existing co-evolutionary algorithms; fitness-
proportionate selection plays a similar role to the replicator dynamics equation in en-
suring that successful strategies propagate, and genetic operators allow them to search
over novel sets of strategies. There are a number of problemswith such approaches
from a game-theoretic perspective, however, which we shalldiscuss in turn.

Firstly, the proportion of the population playing different strategies serves a dual
role in a co-evolutionary algorithm [47]. On the one hand, the proportion of the popu-
lation playing a given strategy represents the probabilityof playing that pure strategy in
a mixed-strategy Nash equilibrium. On the other hand, evolutionary search requires di-
versity in the population in order to be effective. This suggests that if we are searching
for Nash equilibria involving mixed-strategies where one of the pure strategy compo-
nents has a high frequency, corresponding to a co-evolutionary search where a high

2It is important to note, nevertheless, that it is not the casethatall stationary points are Nash equilibria
3The payoff for a given move at any stage of the game depends on the history of play.
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percentage of the population is adopting the same strategy,then we may be in danger
of over-constraining our search as we approach a solution.

Secondly and relatedly, although the final set of strategiesin the converged pop-
ulation may be best responses to each other, there is no guarantee that the final mix
of strategies cannot be invaded by other yet-to-be-encountered strategies in the search
space, or strategies that became extinct in earlier generations because they performed
poorly against an earlier strategy mix that differed from the final converged strategy
mix. Genetic operators such as mutation or cross-over will be poor at searching for
novel strategies that could potentially invade the newly established equilibrium be-
cause of the dual role played by population frequencies. If these conditions hold, then
the final mix of strategies is implausible as a true Nash equilibrium or ESS, since there
will be unsearched strategies that could potentially breakthe equilibrium by obtaining
better payoffs for certain players. We might, nevertheless, be satisfied with the final
mix of strategies as an approximation to a true Nash equilibrium on the grounds that
if our co-evolutionary algorithm is unable to find equilibrium-breaking strategies, then
no other algorithm will be able to do so. However, as discussed above, we expecta
priori that co-evolutionary algorithms will be particularlypoor at searching for novel
strategies once they have discovered a (partial) equilibrium.

Finally, co-evolutionary algorithms employ a number of different selection meth-
ods, not all of which yield population dynamics that converge on game-theoretic equi-
libria [46].

These problems have led researchers in co-evolutionary computing to design new
algorithms employing game-theoretic solution concepts [44]. In particular, Ficici and
Pollack [47] describe a game-theoretic search technique for acquiring approximations
of Nash strategies in large symmetric 2-player constant-sum games with type inde-
pendent payoffs. In this thesis, I address n-player non-constant-sum multi-state games
with type-dependent payoffs. In such games, playing the Nash strategy (or an approx-
imation thereof) does not guarantee a participant securityagainst exploitation, thus if
there are multiple equilibria, it may be more appropriate toplay abest-responseto the
strategies that we infer are in play.

7.4 Empirical Game-Theory

Reeveset al. [30] and Walshet al. [145] obviate many of the problems of standard
co-evolutionary algorithms by restricting attention to small representative sample of
“heuristic” strategies that are known to be commonly playedin a given multi-state
game. For many games, unsurprisingly none of the strategiescommonly in use is
dominant over the others. Given the lack of a dominant strategy, it is then natural
to ask if there are mixtures of these “pure” strategies that constitute game-theoretic
equilibria.

For small numbers of players and heuristic strategies, we can construct a relatively
small normal-form payoff matrix which is amenable to game-theoretic analysis. This
heuristicpayoff matrix is calibrated by running many iterations of the game; variations
in payoffs due to different player-types (eg private valuations) or stochastic environ-
mental factors (e.g. PRNG seed) are averaged over many samples of type information
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resulting in a single mean payoff to each player for each entry in the payoff matrix.
Players’ types are assumed to be drawn independently from the same distribution, and
an agent’s choice of strategy is assumed to be independent ofits type, which allows the
payoff matrix to be further compressed, since we simply needto specify the number of
agents playing each strategy to determine the expected payoff to each agent. Thus for
a game withj strategies, we represent entries in the heuristic payoff matrix as vectors
of the form

~p = (p1, . . . , pj)

wherepi specifies the number of agents who are playing theith strategy. Each entry
p ∈ P is mapped onto an outcome vectorq ∈ Q of the form

~q = (q1, . . . qj)

whereqi specifies the expected payoff to theith strategy. For a game withn agents,
the number of entries in the payoff matrix is given by

s =
(n+ j − 1)!

n!(j − 1)!
(7.2)

For smalln and smallj this results in payoff matrices of manageable size; forj = 3
andn = 6, 8, and10 we haves = 28, 45, and66 respectively.

Once the payoff matrix has been computed we can subject it to arigorous game-
theoretic analysis, search for Nash equilibria solutions,and apply different models of
learning and evolution, such as the replicator dynamics model, in order to analyse the
dynamics of adjustment to equilibrium.

The equilibria solutions that are thus obtained are not rigorous Nash equilibria for
the full multi-state game; there is always the possibility that an unconsidered strat-
egy could invade the equilibrium. Nevertheless, heuristic-strategy equilibria are more
plausible as models of real-world game playing than those obtained using a standard
co-evolutionary search precisely because theyrestrict attention to strategies that are
commonly known and are in common use. We can therefore be confident that no com-
monly known strategy for the game at hand will break our equilibrium, and thus the
equilibrium stands at least some chance of persisting in theshort term future. I will
return to this issue in chapter 9. Meanwhile, in the next chapter, we will use heuristic-
strategy approximation to analyze two different variants of the double-auction from a
design perspective.
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Chapter 8

Analysing Auction Mechanisms

In this chapter I will analyze two variants of the double auction market—the clearing
house auction and the continuous double auction. The complexity of these institutions
is such that they are extremely hard to analyse using traditional game-theoretic tech-
niques, and so I shall use the heuristic-strategy approximation technique described in
the previous chapter in order to provide an approximated game-theoretic analysis. As
well as finding heuristic-strategy equilibria for these mechanisms, I shall subject them
to an evolutionary game-theoretic analysis which will quantify which equilibria are
more likely to occur. We can then weight the design objectives for each mechanism
according to the probability distribution over equilibria, which will allow us to provide
more realistic estimates for the efficiency of each mechanism.

8.1 The CH versus the CDA

In a typical exchange, the market institution attempts to match offers to buy with offers
to sell in such a way that the overall surplus extracted from the market is maximized.
If offers are considered as signals of agents’ valuations for a resource, and assum-
ing agents signal truthfully, then an auctioneer can maximize allocative efficiency by
matching the highest buy offers with the lowest sell offers.In this chapter I compare
two types of exchange:

• A k = 0.5 continuous double-auction (CDA) market in which trades are executed
as new offers arrive and prices are set half-way between the bid and ask price, as
described in Section 3.4; and

• A discriminatory pricek = 0.5 clearing-house (CH), as described in Sections
3.3 and 3.3.2, in which the auctioneer waits for all traders to place offers before
clearing the market.

On casual inspection of theCDA, we might expect that it is designed according to
auction-theory principles, and so should maximize allocative efficiency when agents
signal truthfully (see 4.1.1). Surprisingly, however, it turns out that surplus extraction
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in a CDA is extremelypoor under truth-telling —typical values areEA ≈ 0.80, which
is extremely low compared with outcomes of almostEA ≈ 0.98 which are observed
with the non-truthful strategies that are actually adoptedby human traders [58].

As we saw in Section 3.4, the reason for this poor efficiency iseasy to spot; the
continuous clearing rule results in myopic matching. When the clearing operation is
performed the auctioneer has only a partial view of the aggregate supply and demand
in the market place. In order to maintain a high throughput ofactual transactions,
the auctioneer impatiently clears the market before every trader has the opportunity
to place their bid. However, as we saw in Section 6.4, the extremely surprising thing
about this institution is that rational agents acting locally to maximize their own profit
are able to compensate for this efficiency loss by placing extra-marginal, non-truthful
bids, which collectively result in high-efficiency outcomes.

Much analysis of theCDA has focused on showing that although theCDA is not an
incentive-compatible mechanism, it can be considered “almost incentive-compatible”
by virtue of the fact that trading strategies with only a minimal amount of intelligence
are able to extract high surpluses from the market [58, 28]. However, such approaches
are insufficient for market-design purposes, because they fail to demonstrate that such
minimalist strategies aredominantagainst more sophisticated strategies. For example,
if we decide to use a population of homogeneousZIP traders to ascertain how theCDA

and theCH markets compare with each other, we are making an implicit assumption
that the state of affairs whereby all agents adopt theZIP strategy is an equilibrium state.
However, in order to justify this assumption we should ensure that any hypothetical
equilibrium ofZIC or ZIP traders is not susceptible to invasion by an alternative strategy

Ideally, we would like to find the game-theoretic solution for the CDA, and show
that although truth-telling or other minimalist strategies are not dominant, we can still
find the theoretical mix of strategies that are best-responses to each other, and demon-
strate that the institution performs well in game-theoretic equilibria. However, even at
this point, theCDA along with other variants of the double-auction market, confounds
auction theorists by admitting of no unequivocal equilibrium solution1.

Hence in the absence of robust analytical tools, much analysis of this institution has
used an ad-hoc mixture of computer simulation and laboratory experiments [51]. These
techniques are invaluable, since they are able to faithfully incorporate many of the
complex details of the market institution which lead to intractability under conventional
analysis. However, the results thus obtained are often critised for being difficult to
generalize in the absence of compelling models that explainthe observed outcomes.

However, as discussed in chapter 7, techniques have been developed recently that
combine simulation-based approaches with an approximatedgame-theoretic analysis.
In the following sections, I describe in detail an empiricalgame-theoretic analysis of
theCDA and theCH mechanisms.

1That is, in whichall equilibrium strategy profiles are clearly identified. The relavant literature is re-
viewed in Chapter 2.
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8.2 Experimental setup

In order to compare theCDA andCH, we must first generate a heuristic payoff matrix
for each institution by sampling many simulations of the market game. As in [145],
at the start of each game half the agents are randomly assigned to be buyers and the
remainder are chosen as sellers. For each run of the game, valuations are drawn as in
[145]:

∀i vi ∼ U(a, a+ b)

a ∼ U(161, 260)

b ∼ U(60, 100)

but valuations remain fixed across periods in order to allow agents to attempt to learn
to exploit any market-power advantage in the supply and demand curves defined by the
limit prices for that game. Additionally, although we discard limit-prices which do not
yield an equilibrium price, we do not ensure that a minimum quantity exists in com-
petitive equilibrium as this introduces a floor effect whichfails to expose the inferior
efficiency of aCDA. The 64-bit version of the Mersenne Twister random number gen-
erator [85] was used to draw all random values used in the simulation and all floating
point calculations were performed usingIEEE 754 double-precision arithmetic [135].
Each entry in the heuristic payoff matrix was computed by averaging the payoff to each
strategy across104 simulations.

8.2.1 Choice of heuristic strategies

In choosing candidate heuristic-strategies for our analysis, we need to consider the
following constraints:

1. The strategies chosen should be able to trade in both typesof mechanism.

2. They should be representative of strategies that are commonly known for these
types of mechanism.

3. We should include the truth-telling strategy (TT), since we are interested in the
incentive-compatibility properties of each mechanism.

Accordingly, I chose the strategiesTT, RE, TK and GD as described in table 8.1:
theTT strategy was chosen in accordance with constraint 3 above; theTK strategy was
chosen since it is a very simple strategy that was also the winner of the original Santa-
Fe trading strategy competition [51] and is prevalent in on-line single-sided auctions
[120]; theGD strategy was chosen as a representative of the class of highly-principled
and highly-engineered strategies that analyse historicalmarket data, and finally theRE

strategy was chosen to represent naive human-like behaviour, and thus was configured
with parameters that best-fit human game-playing [119]:
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Abbreviation Description
TT The truth-telling strategy, (section 4.1.1).
RE The reinforcement-learning strategy (section 4.2.4),

configured with the Roth-Erev learning algorithm (section 4.2.4).
TK Todd Kaplan’s sniping strategy (section 4.2.2)

which waits until the last minute before placing a shout.
GD The Gerstad-Dickhaut strategy (section 4.2.3)

which estimates the probability of shouts being accepted asa
function of price and bids to maximise expected payoff.

Table 8.1: The heuristic strategies chosen for the analysis

∀i REki
= 50

∀i REρi
= 0.1

∀i REηi
= 0.2

∀i REsi
= 9

∀i RLµi
= 1

8.2.2 Choice of market size

Auction marketplaces with a small, fixed, number of traders who repeatedly interact are
becoming more common place with the advent of business-to-business electronic com-
merce and the deregulation of wholesale markets such as electricity [98]. As discussed
in sections 1.1 and 5.1.3, these are the most difficult scenarios to evaluate analytically
using conventional techniques. With large numbers of agents the market starts to ap-
proximate the continuous case; as|A| → ∞ the supply and demand schedules start to
approximate smooth curves, as will the reported supply and demandM̂B andM̂S, and
it is very likely thatmax(MS) ≈ max(M̂S) andmin(MB) ≈ min(M̂B) regardless
of which agent plays which strategy. Hence, in aCH for example:

ˆeqa − ˆeqb
2

≈ p∗

and so we would clear at close to an equilibrium price regardless of strategy choice2.
In other words, we can use general equilibrium theory to predict the likely outcome.
However, when we have small numbers of agents, the system becomes more discrete
and unpredictable, and we have to pay much more attention to the behaviour of the

2This argument is merely a sketch, however, see [53] for a morerigorous example of how tractable
solutions emerge when the number of agents is very large
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individual components (agents) in order to predict outcomes3. Given that analytic ap-
proaches are generally intractable for scenarios with small |A|, this is my justification
for using anempirical game-theoretic analysis, and I will analyze mechanisms with
|A| = 4, |A| = 6 and|A| = 12 traders.

8.3 Dynamic Analysis

Once the heuristic payoff matrix has been computed, we can subject it to a game-
theoretic analysis. In conventional mechanism design, we solve the game by finding
either a dominant strategy or the Nash equilibria: the sets of strategies that are best-
responses to each other. However, because classical game-theory is a static analysis,
it is not able to make any predictions about which equilibriaare more likely to occur
in practice. Such considerations are of vital importance inreal-world design problems.
Since our design objectives depend on outcomes, we should give more consideration to
outcomes that are more likely than low probability outcomes. For example, if there is
a Nash equilibrium for our mechanism which yields very low allocative efficiency, we
should not worry too much if this equilibria is extremely unlikely to occur in practice.
On the other hand, we should give more weight to equilibria with high probability.

As in [145], we will useevolutionarygame-theory [86] to model how agents might
gradually adjust their strategies over time as they learn toimprove their behavior in
response to their payoffs. We use the replicator dynamics equation (equation 7.1), to
recap:

ṁj = [u(ej , ~m)− u(~m, ~m)]mj

where~m is a mixed-strategy vector,u(~m, ~m) is the mean payoff when all players
play ~m, andu(ej, ~m) is the average payoff to pure strategyj when all players play~m,
andṁj is the first derivative ofmj with respect to time. Strategies that gain above-
average payoff become more likely to be played, and this equation models a simple
co-evolutionaryprocess of mimicry learning, in which agents switch to strategies that
appear to be more successful. Since mixed strategies represent probability distribu-
tions, the components of~m sum to one. The geometric corollary of this is that the
vectors~m lie in theunit-simplex△n = {~x ∈ Rn :

∑n
i=1 xi = 1}. In the case ofn = 3

strategies the unit-simplex△3 is a two dimensional triangle embedded in the three di-
mensional plane which passes through the coordinates corresponding to pure strategy
mixes: (1, 0, 0), (0, 1, 0), and(0, 0, 1). We shall use a two dimensional projection of
this triangle to visualise the replicator dynamics in the next section4.

For any initial mixed-strategy we can find the eventual outcome from this co-
evolutionary process by solving∀j ṁj = 0 to find the final mixed-strategy of the

3As Gintis points out [56], this is analogous to the modellingof physical systems at different scales. In
large-scale systems we can model bodies as homogeneous collections of simple particles whose macro-
behaviour is the statistical ensemble of many simple micro-interactions yielding Newtonian mechanics.
However, when we analyse behaviour at the molecular and subatomic scales, the characteristics of individ-
ual particles play a more prominent role and we get correspondingly more complicated and discrete models
(chemistry and quantum mechanics). In this analogy,ACE is to general equilibrium theory as Newtonian
mechanics is to quantum mechanics.

4See [149, pp. 3–7] for a more detailed exposition of the geometry of mixed-strategy spaces.
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converged population. As discussed in Section 7.2, this hasa significant advantage
over non-game-theoretic co-evolutionary search, such as [65], in that we canguaran-
tee[149, pp. 88–89]:

• all Nash equilibria of the (approximated) game are stationary points under the
replicator dynamics; and

• all interior limit states are Nash equilibria; and

• all Lyapunov stable states [83] are Nash equilibria.

Thus the Nash equilibrium solutions are embedded in the stationary points of the direc-
tion field of the dynamics specified by equation 7.1. Althoughnot all stationary points
are Nash equilibria, by overlaying a dynamic model of learning on the equilibria we
can see which solutions are more likely to be discovered byboundedly-rationalagents.
Those Nash equilibria that are stationary points at which a larger range of initial states
will end up, are equilibria that are more likely to be reached(assuming an initial dis-
tribution ofmj that is uniform); in the terminology of dynamic systems theyhave a
largerbasin of attraction. The basin of attraction for a stationary point is proportion
of mixed strategies in△ which have flows terminating at that point5. The larger the
basin, the larger the region of strategy-space which leads to the attractor, and hence
the stronger the attractor, and the moreattainablethe corresponding equilibrium [18].
This intuitive definition of basin size is formalized as follows. Let the function

T : △n × 2△
n

→ N
represent thenumberof trajectories that terminate at each coordinate in the n-dimensional
unit-simplex△n ⊂ Rn, so that we have:

T (~x,M ⊂ △n) = |{~y : ~y ∈M ∧ ~m(0) = ~y ∧ ∃t ~m(t) = ~x ∧ ṁ(t) = 0}| (8.1)

whereM is a set of starting points and~x is a limit state. Letβ(~x,M) denote the
proportionof the elements ofM that terminate at~x:

β(~x,M) =
T (~x,M)

|M |
(8.2)

If we choose a random sampleM ⊂ △ that is distributed uniformly over the simplex,
the functionβ will provide us with an estimate of the probability of arriving at any
given stationary point, assuming that all starting points in the simplex are equally likely;
that is, it will provide an estimate of the true basin size of the limit state~x, denoted by
β(~x), and:

lim
M→△

β(~x,M) = β(~x)

5In many cases this will be thevolumeof the state space which terminates at the attractor, and this
provides a useful intuition for thinking about attractor strength. However, in the general case this definition
breaks down. For example, if we have chaotic dynamics then a strange attractor may capture many flows,
but the volume of its basin will be zero.
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8.4 Results

Since the vector~m in equation 7.1 represents a mixed-strategy, that is, a discrete proba-
bility distribution, we have

∑
mi = 1; thus each~m lies in the unit-simplex (p. 89). For

n = 3 strategies we can project the unit-simplex△3 onto a two dimensional triangle
whose vertices correspond to the pure strategies(1, 0, 0), (0, 1, 0), and(0, 0, 1). By
plotting the time-evolution of equation 7.1 we can then identify the switching between
strategies. Figure 8.1 shows the direction-field when we consider evolutionary switch-
ing between the three strategiesTT, RE andGD, in a CH market populated by|A| = 12
agents which are selected at random from a larger populationof traders on each play
of the game.

The direction field gives us a map which shows the trajectories of strategies of
learning agents engaged in repeated interactions, from a random starting position.
Thus, for Figure 8.1, each agent participant has a starting choice of 3 pure strategies
(TT, RE andGD) and any mixed (probabilistic) combination of these three.The pure
strategies are indicated by the 3 vertices of the simplex (triangle), while mixed strate-
gies are indicated by points on the boundaries or in the middle of the simplex.

TT 

RE 

GD 

Figure 8.1: 3-dimensional replicator dynamics direction field for a 12-agent clearing-
house auction with the three strategiesRE, TT andGD.

An agent in the population at large is assigned a pure strategy randomly chosen
from the set{TT,RE,GD} to start, but switches to an alternative strategy with prob-
ability proportional to the relative payoffs observed fromagents playing alternative
strategies. Thus in a large population of agents, the proportion of agents playing each
pure strategy will vary according to the learning process described by Equation 7.1.
The paths shown in Figure 8.1 trace this sequence of adjustments. Since at the begin-
ning of each market game, each agent in the smaller population of |A| = 12 agents
is chosen at random from the larger population of agents playing pure strategies, we
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can think of the proportion of the populationmi playing each pure strategyi as the
probability of playing that pure strategy. Thus the vector~m can be thought of as a
mixed-strategy.

We can assess the relative likelihood of one strategy being adopted in long-term
play relative to another by comparing the size of their respective basins of attraction.
Figure 8.1 shows trajectories generated from|M | = 250 randomly sampled initial
~m vectors. For now, we assume that every initial mixed-strategy is equally likely to
be adopted as a starting-point for the co-evolutionary process, and so we randomly
sample the initial values of~m from a uniform distribution and plot their trajectories as
they evolve according to equation 7.1.

For four strategies, the direction-field is slightly trickier to display. Figures 8.3 to
8.7 show the convergence to equilibrium as a time series, when we consider all four
strategies in both theCDA and theCH for |A| = 4, |A| = 6, and|A| = 12 agents.

To automate the analysis of institutions, we need to be able to provide some metric
that allows us to quantify their performance in this kind of analysis. Different equilibria
will yield different outcomes and different values of our design objectives, such as
market efficiency, and we would like to weight these according to their likely-hood.
In other words, we would like to compute the size of the basin of attraction of each
equilibrium, in order to arrive at a probability of the equilibria actually occurring, and
use this to calculate the expected value of our design metrics.

Table 8.2 shows the values ofβ (equation 8.2) for those~x for whichβ(~x,M) > 0.
These were obtained by taking a random sampleM of size |M | = 103, and solving
the replicator dynamics equation numerically. Stationarypoints that occur with a prob-
ability less than10−2 were eliminated from the analysis as an approximation method
to test for Lyapunov stability. Thus I take the stationary points reported in table 8.2 as
equilibrium solutionsand the value ofβ as the probability of arriving at the reported
equilibrium. So for example in the top-left cell of table 8.2we see that in aCH with
|A| = 4 agents there are two pure-strategy equilibria: (i) at coordinate(0, 0, 1, 0) in
the simplex representing pureGD; and (ii) at coordinate(0, 0, 0, 1) representing pure
TK. The first equilibrium has a probability0.39 of being played whereas the latter has
a probability0.61.

The value ofU in each cell of table 8.2 denotes the pure strategy payoffs obtained in
each particular experiment; that is, the heuristic-strategy payoff obtained to each pure
strategy when all agents adopt it. So for example in the bottom-right cell we see that
in a CDA with |A| = 12 agents we obtain payoffs(0.85, 0.89, 0.99, 0.90) to strategies
TT, RE, GD andTK respectively under homogenous adoption.

Similarly for the other cells in the table.

8.5 Discussion

With probabilities over outcomes, we are now in a position toassess the design of each
mechanism. The value ofEA in each cell of table 8.2 shows the expected efficiency of
the mechanism. This is computed by weighting the pure-strategy payoffsU according
to the probability of the pure strategy being played. For example, in the case ofCDA

with |A| = 6 agents, we see that there are two possible equilibria. The first equilibrium,



8.5. DISCUSSION 99

CH

|A| = 4 |A| = 6 |A| = 12
β(0, 0, 1, 0) = 0.39 β(0, 0, 1, 0) = 0.31
β(0, 0, 0, 1) = 0.61 β(0, 0, 0, 1) = 0.69 β(0, 0, 0, 1) = 1
U = (1.00, 0.90, 1.00, 1.00) U = (1.00, 0.92, 1.00, 1.00) U = (1.00, 0.93, 1.00, 1.00)
EA = 1.00 EA = 1.00 EA = 1.00

CDA

|A| = 4 |A| = 6 |A| = 12
β(0, 0, 0.84, 0.16) = 0.97 β(0, 0, 0.8, 0.2) = 1

β(0, 0, 0, 1) = 1 β(0, 0, 0, 1) = 0.03
U = (0.89, 0.86, 0.98, 0.89) U = (0.85, 0.88, 0.98, 0.86) U = (0.85, 0.89, 0.99, 0.90)
EA = 0.89 EA = 0.96 EA = 0.97

Table 8.2: Heuristic-strategy equilibria over(TT,RE,GD,TK) for CH versusCDA

(0, 0, 0.84, 0.16), has a probability of0.97 of being adopted. In this equilibrium the
strategyGD has a probability0.84 whereas the strategyTK has a probability of0.16.
By examining the payoffs to each of these strategies we can compute the expected
efficiency of the mechanism in this equilibrium:0.84× 0.98 + 0.16× 0.86 = 0.96. In
the second equilibrium we see that the strategyTK has a probability 1 of being played,
hence the efficiency of this second equilibrium is0.86. We then weight our overall
efficiency according to the probability of each equilibrium: 0.96×0.97+0.86×0.03 =
0.96.

First of all, since there non-truthful equilibria in all experiments we can conclude
thatTT is not dominant, and hence neither theCH or CDA mechanism is strategy-proof
in these scenarios.

As expected from our discussion in Section 3.4, we observe that payoffs under
truthful bidding in aCDA are relatively low:EA = 0.85 for |A| = 6 and|A| = 12.
This might suggest that theCDA itself has a rather low efficiency. However, in order
to assess the efficiency of theCDA we must take into account the fact that in these
scenarios truth-telling is dominated. In fact, we see that various mixtures ofGD andTK

are likely outcomes, yielding efficiencies of between0.89 and0.97.
Thus although theCDA yields lower surplus, it is not as inefficient as we might

expect had we assumed that it was designed according to incentive-compatibility cri-
teria. As [50] points out, the main reason for choosing aCDA rather than aCH is to
handle larger volumes of trade, and our results here suggestthat this is a reasonable
trade-off. Switching to aCDA from a CH as the New York Stock Exchange did in the
late 1860s [12, p. 29], does not seem likely to entail a large loss of efficiency when we
have relatively few (|A| = 6 or |A| = 12) traders in the market.

For the most part efficiency outcomes are deterministic - there is either a unique
equilibrium that captures the entire simplex or all equilibria yield the same efficiency.
The exception is theCDA with |A| = 6 agents. Here we have a mixedTK andGD equi-
librium with efficiencyEA = 0.97 versus a pureTK equilibrium with asignificantly
lower efficiency ofEA = 0.86. Since theTK equilibrium has a very small basin of
attractionβ = 0.03 we conclude that the lower efficiency outcome is not very likely,
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and hence if we have no prior knowledge of existing strategy frequencies in the trading
population at large we assume a uniform distribution over starting pointsM ⊂ △ and
conclude that our efficiency is still likely to be very high. However, in the case where
we do have prior knowledge about the frequency of strategies, e.g. we are tasked with
evaluating a proposed choice of a continuous-clearing rulefor a six-agent marketplace
in which wealreadyobserve high proportion of sniping, then we might conclude that
the pureTK equilibrium is much more likely to be reached (since we will be starting
within its attractor), and thus we might recommend thatCH clearing is used instead in
order to avoid the probable efficiency hit predicted by our analysis. This hypothetical
design tweak would yield an efficiency gain of0.97 − 0.86, or 11 percentage points,
at the expense of transaction throughput. Thus by analysingthe strategicdynamicsof
a proposed mechanism, we can performevolutionarymechanism design whereby we
make design decisions underlegacyconstraints (in this hypothetical scenario our legacy
constraint is an existing marketplace populated by snipers). Evolutionary mechanism
design is analogous to evolutionary game theory in that justas players may be con-
strained to gradually adjust their strategies, similarly mechanisms cannot always make
instantaneous adjustments in their rules irrespective of what strategies are currently in
play. We shall return to this discussion in Section 10.2.

In Chapter 1, I introduced the double-auction as an example of a self-organized
complex system (SOCS). With the dynamic analysis in the previous sections, we be-
gin to see what this means. In a traditional mechanism designscenario we simply
demonstrate that under our proposed mechanism truth-telling is dominant and that ef-
ficiency under truth-telling is maximised. We then assume that truthful behaviour will
be instantly adopted and that our mechanism will remain forever efficient in stasis.
In contrast, the picture I paint here is a dynamic and uncertain one. Real-life con-
siderations and multiple design objectives mean that we canrarely demonstrate that a
simple, prescribed strategy such as truth-telling is dominant. Rather, we have multiple
equilibria within a dynamic system comprised of discrete non-linear components, and
we are not always certain how the ensemble will evolve. As with other complex sys-
tems, it is extremely difficult to discover the system’s likely behaviour using analytical
methods. Using computationally-intensive numerically methods such as the empiri-
cal game-theoretic analysis conducted in this chapter we can get aninsight into the
dynamics of the system and make some tentative forecasts.

However, as with other complex systems, such as meteorological ones, we should
take forecasts of them with a pinch of a salt, especially in the long term. For example,
one of the potential drawbacks of our analysis is that we haveonly considered a small
subset of the space of possible strategies, and one of these,the RE strategy, has many
internal parameters. Is it not conceivable that if a new strategy (for example, a variant
of RE with tweaked parameters) were introduced into our market ecosystem that it
would upset the equilibria that we have so carefully analyzed and cultivated? We shall
address this question in detail in the next chapter, but the brief answer is: yes. As
with other engineering design methodologies [10, 6], real-life mechanism design is an
iterative process; we do the best that we can to analyze anticipated outcomes, but a
complete and future-proof analysis is wholly intractible,and thus at some point reality
will inevitably overtake our initial predictions and we will have to adjust our design in
light of up-to-date empirical observations of the systemin vivo. As discussed in the
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previous paragraph, the methods introduced here will allowus to do just that. Thus
rather than simply launching a theoretically optimal auction design onto the world,
instead, asevolutionarymechanism designers we design, analyse, observe, tweak and
then repeat.

One topic that has received considerable interest within economics over recent
decades is that of viewing markets as a particular class ofSOCSthat exhibits a property
called self-organized criticality (SOC) [4], meaning that the attractors of the system lie
on critical points (eg. phase transitions) between order and chaos. These critical points
exhibit sufficiently dynamical behavior that the system does not “freeze” into low com-
plexity configurations, but at the same time their dynamics is sufficiently ordered that
the system does not “boil” into noise, and hence this regime is highly conducive to
complexity. Since these systems naturally have attractorslocated at critical points, they
tend to be continuously “poised” between order and chaos, and hence they naturally
equilibrate towards complex states. The existence of very simple physical systems that
possess critical-point attractors strongly suggests thatself-organised criticality may be
responsible for much of the complexity that we observe in natural systems. One of the
characteristics of critically-poised systems is scale-invariance hence their macroscopic
properties tend to follow power-law relationships. It is suggested that the long-tail dis-
tribution of time intervals between events such as market crashes in the business cycle
are due to markets being critically-poised in this manner [81, 88].

In contrast, our analysis yields more well-ordered, non-chaotic dynamics. If we
do indeed observe power laws and chaotic behaviour as a result of criticality in real
markets6, this raises two questions:

• Are these methods applicable under chaotic dynamics (and hence to real mar-
kets)?

• Has the behaviour of the system been oversimplified?

The answer to both questions is yes. As regards the former, ifthe replicator-dynamics
hadyielded chaotic dynamics for the underlying heuristic-game (as it can do for certain
payoff structures [130]), we could have still computed basin sizes for the resulting
strange attractors and computed expected values of our design objectives. As regards
the latter,anyanalysis has to abstract and simplify in order to be useful; in this analysis
we are taking a very high-level view of the system in order to assess its macroscopic
design properties. If we were to look under the hood, and plotthe evolution of the
state variables comprising each agent’s strategy (which are still being computed and
accounted for by the underlying heuristic-strategy analysis), we would likely see more
entropy in the underlying system. For example, theRE strategy chooses its actions
probabilistically in contrast to the deterministic evolution of the replicator-dynamics
equation, and it is not inconceivable that we would observe criticality if we were to
examine actual bid prices as a time-series at this level.

However, ultimately, at the macroscopic-level of the system our analysis is based
on the replicator dynamics. Although as discussed the replicator-dynamics can exhibit

6In fact, this is highly contentious, as is the question of whether criticality is actually observed in real-life
sand-piles [72, p. 14] as opposed to the simulated sand-piles in Bak et al.’s originalSOCpaper [4].
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chaos, it does not belong to the class of systems which typically exhibit criticality. The
replicator dynamics was originally introduced by Maynard-Smith [86] to model biolog-
ical evolution in terms of gradual adjustment to equilibrium, as originally envisaged by
Darwin [31]. However, Eldredge and Gould [40] argued that such “gradualist” mod-
els were oversimplistic, and put forward an alternative theory of evolution based on
the concept of “punctuated equilibrium”, which is closer tothe view of self-organized
criticality.

The debate over gradualism versus punctuated equilibrium has never been settled
and rages on [133]. However, in future work I will use alternative dynamic models
of learning and evolution, such as those discussed by Jensen[72, p. 73], and conduct
a sensitivity-analysis similar to that described in the next chapter in order to assess
whether these forecasts are sensitive to alternative models of strategy adjustment.

8.6 Summary and Contribution

Recall from section 1.3 that our method for evolutionary mechanism design is outlined
as follows:

input : A set of initial heuristic strategiesS, and a legacy mechanismµ
repeat1

S ← FiSH+(S, µ);2

publiciseS to participants;3

~x← frequency of each strategy observed in vivo;4

S ← S ∪ { strategies observed in vivo} ;5

Λ← space of feasible variants ofµ;6

µ← arg maxµ∗∈Λ EvaluateDesignObjectives(µ∗, S, ~x);7

implement rules defined byµ;8

until forever ;9

In this chapter I have described how to evaluate the function:

EvaluateDesignObjectives(µ, S, ~x)

whereµ denotes a mechanism,S denotes a set of heuristic strategies and~x ∈ △|S|

denotes a weighting over strategies based on current observations of the frequency with
which each strategy is in playin vivo. I have shown empirically that this yields useful
results forS = {TT,RE,GD,TK} for each of the mechanismsµ = CH andµ =
CDA. I also demonstrated that our design objectives can be sensitive to ~x: in the case
of µ = CDA and|A| = 6, if we observe~x = (δ, δ, δ, 1− δ) whereδ is small, that is a
situation in which a high proportion of traders using the sniping strategyTK in the real-
life mechanism, then our assessment of our design objectives will be different to that
when we assume a uniform weighting~x = (1

4 ,
1
4 ,

1
4 ,

1
4 ), and thus I have demonstrated

that this method can take into account legacy considerations.
One of the potential criticisms of this kind of analysis is that it is highly sensitive to

the set of heuristic strategiesS, which can never be truly comprehensive for an initial
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design. The next chapter will explicitly deal with this criticism by setting the mecha-
nism design problem in the iterative context implied by the above pseudo-code, and we
shall discuss theFiSH algorithm for refining our initial heuristic-strategy analysis by
searching for hitherto unanalysed strategies that might break our existing equilibria.
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Chapter 9

Searching the Space of
Strategies

In the previous chapter, we used a heuristic-strategy analysis to analyse two variants of
the double auction market mechanism populated with a mix of heuristic strategies, and
were able to find approximate game-theoretic equilibrium solutions. In this chapter,
we shall use the same basic framework, but focus on theCH mechanism with uniform
pricing (Section 3.3.1). Our goal will be to use ideas from empirical game-theory in
order to search the space of tradingstrategies, whilst restricting attention to a single
mechanism.

Initially we will start with a subset of three heuristic strategies from the original
set of four discussed in the previous chapter:TT, RE andGD, which are summarised in
Table 9.1.

As in the previous chapter (Section 8.4), since all mixed-strategy vectors lie in
the unit-simplex, fork = 3 strategies we can project the unit-simplex onto a two
dimensional space and then plot the switching between strategies that occurs under
the dynamics of equation 7.2. Figure 9.1 shows the direction-field of the replicator-
dynamics equation for these three heuristic strategies, showing that we have two equi-
librium solutions. Firstly, we see thatGD is a best-response to itself, and hence is a
pure-strategy equilibrium. We also see it has a very largebasin of attraction; for any
randomly-sampled initial configuration of the population most of the flows end up in
the bottom-right-hand-corner. Additionally, there is a second mixed-strategy equilibria
at the coordinates (0.88, 0.12, 0) in the simplex corresponding to an 88% mix of TT

Abbreviation Description
TT The truth-telling strategy, (section 4.1.1)
RE The reinforcement-learning strategy (section 4.2.4),

configured with the Roth-Erev learning algorithm (section 4.2.4)
GD The Gerstad-Dickhaut strategy (section 4.2.3)

Table 9.1: The initial heuristic strategies chosen for the analysis
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and a 12% mix ofRE. However, the attractor for this equilibrium is much smaller than
the pure-strategyGD equilibrium; only 6% of random starts terminate here vs 94% for
pureGD. Hence, according to this analysis, we expect most of the population of traders
to adopt theGD strategy.

TT 

RE 

GD 

Figure 9.1: The original replicator dynamics direction field for a 12-agent clearing-
house auction with the original unoptimized Roth-Erev strategy (labeledRE).

How much confidence can we give to this analysis given that thepayoffs used to
construct the direction-field plot were estimates based on simulation? One approach
to answering this question is to conduct a sensitivity analysis; we perturb the mean
payoffs for each strategy in the matrix by a small percentageto see if our equilibria
analysis is robust to errors in the payoff estimates. Figure9.2 shows the direction-
field plot after we perform a perturbation where we remove 2.5% of the payoffs from
the TT andGD strategies and assign +5% payoffs to theRE strategy. This results in
a qualitatively different set of equilibria; theRE strategy becomes a best-response to
itself with a large basin of attraction (61%), and thus we conclude that our equilibrium
analysis is sensitive to small errors in payoff estimates, and that our original prediction
of widespread adoption ofGD may not occur if we have underestimated the payoffs to
RE.

If we observe a mixture of all three strategies in actual play, however, the pertur-
bation analysis also suggests that we could bring about widespread defection toRE

if were able to tweak the strategy by improving its payoff slightly; the perturbation
analysis points toRE as a candidate for potential optimization.
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TT 

RE’ 

GD 

Equilibrium 2 

Equilibrium 1 

Figure 9.2: Replicator dynamics direction field for a 12-agent clearing-house auction
perturbed with +5% payoffs to the Roth-Erev strategy (labeledRE’)

9.1 Strategy Acquisition

In the previous section we saw how heuristic-strategy approximation could be used to
identify a potential candidate strategy for optimization.We also introduced an intrigu-
ing metric for ranking strategies on a single fully-orderedscale: viz, the size of the
strategy’s basin of attraction under the replicator dynamics. In this section we shall
use this metric to perform a heuristic search of a space of strategies closely related to
the RE strategy. In the following we shall define the space of strategies that are to be
searched, and the details of the search algorithm.

9.1.1 Strategy space

The RE strategy discussed in the previous section belongs to a moregeneral class of
strategies: those based on reinforcement-learning. This class of strategies is described
in detail in section 4.2.4. To recap, these strategies adjust their markup in response to
the most recent profits obtained in the market using one of thefollowing reinforcement
learning algorithms: the Roth-Erev algorithm (RE), NPT’s modifications toRE (NPT),
the stateless Q-learning algorithm (SQ), and the control algorithm (DR). The parameters
governing these algorithms are detailed in Tables 4.5 to 4.8.

Individuals in this search space were represented as a 50-bit string, where:

• bits 1-8 coded for parameterRLµ in the range(1, 10);

• bits 9-16 coded for the parametersSQǫ orREη in the range(0, 1);

• bits 17-24 coded for parameterRLk in the range(2, 258);
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• bits 25-32 coded for parametersSQγ orREρ in the range(0, 1);

• bits 33-40 coded for parameterREs in the range(1, 15000);

• bits 41-42 coded for the choice of learning algorithm amongst RE, NPT, SQ or
DR; and

• Bits 43-50 coded for parameterSQα in the range(0, 1).

9.1.2 Search algorithm

A genetic-algorithm (GA) was used to search this space of strategies, where the fitness
of each individual strategy in the search space was computedby estimating its basin
size under the replicator dynamics under interaction with our existing three strategies:
GD, TT andRE. Basin size was estimated using the same brute-force methods described
in Section 8.4, but since I recompute all entries in the heuristic-payoff matrix in support
of each candidate strategy, I used lower sample sizes in order to facilitate evaluation
of many strategies; the sample size for the number of games played for each entry
in the heuristic payoff matrix was increased as a function ofthe generation number:
10 + int(100 ln(g + 1)) allowing the search-algorithm to quickly find high-fitness
regions of the search-space in earlier generations and reducing noise and allowing more
refinement of solutions in later generations. I used a constant number of replicator-
dynamics trajectories|M | = 50 in order to estimate the basin size from the payoff
matrix once it had been recomputed for our candidate strategy. The fitness function is
derived from equation 8.2:

F (i, S, [H ]) =
∑

~x∈ǫ[H]S

β[H](~x,M)xi (9.1)

where: i is the index of the candidate heuristic strategy being evaluated from
amongst the set of heuristic strategiesS with heuristic payoffs[H ], β[H] denotes the
basin size of an equilibrium in the game defined by payoffs[H ] as specified by equa-
tion 8.2 (p. 90), andǫ[H]S is the set of heuristic equilibria:

ǫ[H]S = {~x ∈ △|S| : β[H](~x,M) > 2× 10−2}

Since we are comparing with our three existing strategies, in this experiment:

S = {s*,TT,GD,RE}

i = 1

wheres* is our candidate strategy. Thus the fitness function estimates the expected
frequency with which our candidate strategy will be played in equilibrium outcomes.
The entire search process is summarised in pseudo-code on p.109; I call this theFiSH
algorithm, since we will use it to “fish” for a new heuristic strategy.

A GA was chosen to search the spaceΠ of potential variations onRE, principally
because of its ability to cope with the additional noise thatthe lower sample size in-
troduced into the objective function. TheGA was configured with a population size
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input : A set of heuristic strategiesS = {s1, s2, . . . sn}
output: A new heuristic strategyOS

[H ]← GetHeuristicPayoffMatrix(S);

F̂ ← 0;
for i← 1 to n do

[H ]′ ← perturb payoffs in[H ] in favour of si;
if F (i, S, [H ]′) > F̂ then

F̂ ← F (i, S, [H ]′);
ÔS← si;

end
end

Π← create a search space based on generalisations ofÔS;
OS← arg maxs*∈Π F (1, s*∪ S,GetHeuristicPayoffMatrix(s*∪ S));

Algorithm 2 : FiSH

of 100, with single-point cross-over, a cross-over rate of 1, a mutation-rate of10−4

and fitness-proportionate selection. TheGA was run for 32 generations, which took
approximately 1800 CPU hours on a dual-processor Xeon 3.6Ghz workstation.

9.2 Results

Figure 9.3 shows the mean fitness of theGA population for each generation. As can
be seen, there is still a large amount of variance in fitness values in later generations.
However, inspection of a random sample of strategies from each generation revealed
a partial convergence of phenotype, but with significant fluctuations in fitness values
due to small sample sizes (see above). Most notably, the fittest individual at generation
32 had also appeared intermittently as the fittest individual five times in the previous
10 generations, and thus this was taken as the output from thesearch.

The optimised strategy that evolved used the stateless Q-learning algorithm (SQ)
with the following parameters:

RLµ = 1.210937

RLk = 6

SQǫ = 0.18359375

SQγ = 0.4140625

SQα = 0.1875

The notable feature of this strategy is the small number of possible markupsRLk,
and the narrow range of the markups[0, (RLk − 1)RLµ] as compared with the distri-
bution of valuation distribution widths. This feature was shared by all of the top five
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Figure 9.3: Mean fitness of theGA population with one standard deviation

strategies in the last ten generations, and is another factor that indicated convergence
of the search.

I proceeded to analyze our specimen strategy under a full heuristic-strategy analysis
using104 samples of the game for each of the 455 entries in the payoff matrix. With
the current version of my simulator1, I am able to complete this analysis in less than
twenty four hours using a dual-processor 3.6Ghz Xeon workstation.

Figure 9.4 shows twenty trajectories of the replicator-dynamics plotted as a time-
series for each strategy, and shows the interaction betweenthe new, optimised strategy,
OS, together with the existing strategies:GD, TT andRE.

TakingM ⊂ △4 : |M | = 103 randomly sampled initial mixed-strategies, I calcu-
late that there are two attractors:

~A = (0, 0, 1, 0)

~B = (0.67, 0.32, 0, 0)

over(OS,TT,GD,RE). AttractorA captures only

β( ~A,M) = 0.03

that is, three percent of trajectories, whereas attractorB captures virtually the entire
four-dimensional simplex:

1http://freshmeat.net/projects/jasa
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Figure 9.4: Replicator dynamics time series plot for a 12-agent clearing-house auction
showing interaction between optimised strategy (OS) versusGD, TT and the original
Roth-Erev strategy (RE)

β( ~B,M) = 0.97

Although this basin is very large, our optimized strategy shares this equilibrium with
the truth-telling strategy (TT), giving us a final total market share

F = 0.67× 0.97 = 0.65

This compares favourably with a market-share of 32% for truth-telling and 3% for GD.
The originalRE strategy is dominated by our optimised strategy. Figures 9.5 and 9.6
show the direction field for two of the 3-strategy combinations involving our optimised
strategy:(OS,TT,GD) and(OS,GD,RE) respectively.

9.3 Discussion

It is somewhat remarkable that our fairly simplistic optimised strategy is able to gain
defectors from a highly sophisticated strategy likeGD, whilst at the same time truth-
telling is able to retain a share of followers in a populationpredominated byOSers (TT
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appears to beparasiticon OS). What accounts for the ability of smallOS mixes to in-
vade high-probability mixes of a sophisticated adaptive strategy (GD), whilst remaining
vulnerable to invasion by a low-probability mix of a non-adaptive strategyTT?

OS

TT

GD

Equilibrium A

Equilibrium B

Equilibrium C

Figure 9.5: Replicator dynamics direction field for a 12-agent clearing-house auction
showing interaction between optimised strategy (OS) versesTT andGD

As discussed earlier, we use the same method of assigning valuations as in [145];
that is, for each run of the game, the lower-bound,b, of the valuation distribution is se-
lected uniformly at random from the range[61, 160] and the upper-boundb′ is similarly
drawn from[b + 60, b+ 209]. For that run of the game, each agent’s valuation is then
drawn uniformly from[b, b′]. However, it is possible that this results in a statistical cor-
relation between the meta-bounds and the average slope of truthful supply and demand
schedules— that is, given these distribution parameters there is insufficient variance in
the difference between valuations of traders who are neighbors on the supply or de-
mand curve. Since we are using a uniform-pricek = 0.5 clearing rule, the mechanism
is vulnerable to price-manipulation from the least efficient trades; the buyer with the
lowest matched bid, and the seller with the highest matched ask can potentially manip-
ulate the final clearing price -provided that they do not overstate their value claim to
the extent that it impinges on the 2nd-lowest matched bid, orthe 2nd-highest matched
ask. For example, in the case of buyerai ∈ B who finds themselves with the low-
est matchable valuation, and if we assume that the other agents are truth-tellers then
our competitors’ bids will be given by a subset ofMB = {mb1,mb2, . . .mbn}. The
2nd-lowest matched bid will bembn−1 and our valuation will be givenmbn. Let:

∆mb = mbn−1 −mbn

This is a random variable. However if we know the distribution of ∆mb, we can cal-
culate the probability of our bid being accepted as a function of its price:Paccept(v̂i).
Since our profit will bevi − v̂i, given knowledge of the distribution of∆mb it would
be straightforward to choose a bid pricev̂i that maximises our expected profit:
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Figure 9.6: Replicator dynamics direction field for a 12-agent clearing-house auction
showing interaction between optimised strategy (OS) versesGD and the original Roth-
Erev strategy (RE)

arg max
v̂i

E(Ui(v̂i)) = (vi − v̂i)Paccept(v̂i)

Given sufficient variance in the distribution of∆mb this feature of the market is not
easily exploited. However, in a market with a small number oftraders and a narrow
distribution for∆mb there is an opportunity to trade at small margin above truth if you
find yourself with a valuation close to the equilibrium pricep∗. This is precisely the
behaviour of the strategies that we observe to be predominant in the later generations
of our GA- they all use a small number of possible markups, each of themsmall in
comparison to the possible valuation bounds. The reinforcement-learning component
of the strategy is then able to fine-tune the markup dependingon where the trader finds
themselves on the supply or demand curve after valuations are drawn. If it is far away
from the equilibrium-price it can adjust its margin close tozero, whilst if it is near
the equilibrium-price it can find a small margin that does notimpinge on its nearest-
neighbour. This hypothesis is also consistent with parasitic truth-telling; it is easy to
see that truth-telling is a best-response for a 2nd-lowest matched bidder to a lowest
matched bidder playingOS.

In future work I will examine this hypothesis in more detail and conduct a statisti-
cal analysis in which I determine the distribution of∆mb for different parameters of
the valuation distribution range, and attempt to correlateit with the parameters of the
evolved strategy. Meanwhile, I have demonstrated that the search technique presented
here is capable of finding a new strategy that not only has a large attractor, but also has
interesting properties worthy of further analysis.
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9.3.1 An iterative approach

In this chapter, we started out by asking whether our original equilibrium analysis of
TT, GD andRE was sensitive to small perturbations in payoff estimates. By doing so, we
identified that hypothetical variations on theRE strategy might be able to easily invade
our existing equilibria. We then identified a new entrantOS that was able to penetrate
the original mix of strategies and displace the ancestral incumbentRE, forming two
new equilibria comprising mixes ofOS, TT andGD. Thus by performing this analysis
we haverefinedour original equilibrium analysis, since our original equilibria did not
take into account the existence ofOS. This process can be generalised to an arbitrary set
of initial heuristic-strategies, and the algorithm, called FiSH, is illustrated on p. 109.

We have validatedFiSH empirically by applying it to a highly complex game, the
double-auction, and demonstrated that it is capable2 of finding a new strategy with
interesting properties, as demonstrated in the previous section. However, one might
ask whether our new strategyOS, or more accurately our new set of equilibria over
OS ∪ S, is not susceptible to the same process of systematically searching for an
invader? Of course, the answer is that this is indeed a possibility. We could straightfor-
wardly test for this by applying exactly the same analysis toour new set of equilibria;
that is, we could perform another sensitivity analysis to see whether our new equilibria
are stable under payoff perturbation. If they were, then we might conclude that our
equilibria are comparatively stable for the time being. If they are not stable, however,
we could then perform another systematic search for variations in the current strate-
gies which are good candidates for potential invaders of thestatus quo; that is, new
strategies which form equilibria with estimated large basin size in interaction with the
incumbents. By performing this process repeatedly we will eventually end up with a
refined set equilibrium strategies. The pseudo-code forFiSH+ (p. 115) illustrates this
proposed algorithm.

9.3.2 Strengths and Weaknesses

The strength of this method for strategy acquisition is its ability to be applied in re-
alistically complex games (mechanisms). However, just as the domain to which I
have applied it suffers from a lack of analytic tractability, one potential weakness of
the method is the lack of an analytical proof demonstrating its efficacy in the general
case. However, this is mitigated by the fact that the single-iteration algorithmFiSH
combines two fields in a very simple way, each with a growing analytical literature,
viz. empirical game-theory and optimisation. Additionally, I have demonstrated that
the algorithm works effectively in at least one highly complex setting, thus we have
an existence proof that the algorithm is effective in at least one realistically complex
scenario. For the empirical study in this chapter I have useda general purpose optimi-
sation method, that is a genetic algorithm. However, futurework will attempt to find
a specialised optimisation algorithm for the purposes of maximising attractor size by
interleaving the optimisation and heuristic-strategy analysis steps in a similar manner
to that proposed by Walsh et al. [146].

2for at least one set of initial strategiesS = {TT, GD,RE}
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I have not attempted to validate the proposed iterative version of the algorithm,
FiSH+, in this thesis. Again, this algorithm is a fairly simple elaboration on the non-
iterative version, so the lack of analytical validation should not detract from its poten-
tial. However, the fact that the approach is highly computationally intensive for a single
iteration warrants an analaysis of how the algorithm might converge prior to investing
in a full empirical case study.

input : A set of heuristic strategiesS = {s1, s2, . . . sn} for some
mechanismµ

output: A refined set of heuristic-strategies

[H ]← GetHeuristicPayoffMatrix(S, µ);
repeat

F̂ ← maxi=1...n F (i, S, [H ]);
for i← 1 to n do

[H ]′ ← perturb payoffs in[H ] in favour of si;
if F (i, S, [H ]′) > F̂ then

F̂ ← F (i, S, [H ]′);
i*← i;
ÔS← si;

end
end
if F̂ < F (i*, S, [H ]) then return S;

Π← create a search space based on generalisations ofÔS;

OS←
arg maxs*∈Π F (1, s*∪ S,GetHeuristicPayoffMatrix(s*∪ S, µ));

S ← OS ∪ S;
[H ]← GetHeuristicPayoffMatrix(S, µ);
S ← eliminate dominated strategies fromS based on[H ];

until forever ;

Algorithm 3 : FiSH+

9.4 Summary and Contribution

In the previous chapter we performed a quantitative analysis of the design properties of
two different auction mechanisms using an initial set of four heuristic-strategies. We
also asked the question as to how stable our analysis was given that we had only cho-
sen a small set of strategies, one of which had many free parameters. By applying the
FiSH+ algorithm we can answer this question; we can see if there areadditional, pre-
viously unconsidered strategies that break our initial equilibrium. In this Chapter we
have refined an initial analysis of theCH based on the three strategiesTT, RE andGD,
and discovered a new incumbent strategyOS with large attractors (basin size), which
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are stable under payoff perturbations. To a mechanism designer, this latter state of af-
fairs is particularly attractive,since larger, more stable basin sizes correspond to more
deterministic, and hence predictable behaviour. In a legacy mechanism design sce-
nario, if we are able to provide an equilibrium analysis overexisting strategies which
demonstrates similarly clear-cut equilibria, then we may be able to convince partic-
ipants that these are the best-response strategies that their competitors are likely to
adopt, and therefore that they should adopt also. If we then make the algorithms cor-
responding to ournewheuristic strategies freely available to participants, and if they
believe our equilibrium analysis, then they are likely to play our prescribed strategies,
thus bringing about our predictions, and hence maximising our design objectives. By
finding new strategies with large stable attractors, we makeour equilibrium analysis
more believable to participants. This is analogous to incentive-compatibility in a con-
ventional mechanism design scenario, where it is clear to participants thatTT is the
traders’ best-response to the mechanism: in an incentive-compatible mechanismTT

is a “freely-available” strategy with a large attractor. Inrealistically complex mecha-
nisms such as the double-auction,TT is dominated. However by applying theFISH+
algorithm we can find analogs ofTT for complex mechanisms.

Of course, in our new equilibria, our existing mechanism rules may no longer max-
imise our design objectives. In the previous chapter, we described real-life mechanism
design as an iterative process (section 8.5), and that is exactly how evolutionary mech-
anism design addresses this issue. Thus our algorithm for evolutionary mechanism
design is as follows:

input : A set of initial heuristic strategiesS, and a legacy mechanismµ
repeat1

S ← FiSH+(S, µ);2

publiciseS to participants;3

~x← frequency of each strategy observed in vivo;4

S ← S ∪ { strategies observed in vivo} ;5

Λ← space of feasible variants ofµ;6

µ← arg maxµ∗∈Λ EvaluateDesignObjectives(µ∗, S, ~x);7

implement rules defined byµ;8

until forever ;9

In this chapter I have demonstrated how could step 2 can be automated. In the
previous chapter, we saw how to semi-automatically computethe function in step 7. In
the next chapter I shall describe how step 7 can be fully automated.



Chapter 10

Searching the Space of
Mechanisms

Recall that our method for evolutionary mechanism design isas follows:

input : A set of initial heuristic strategiesS, and a legacy mechanismµ
repeat1

S ← FiSH+(S, µ);2

publiciseS to participants;3

~x← frequency of each strategy observed in vivo;4

S ← S ∪ { strategies observed in vivo} ;5

Λ← space of feasible variants ofµ;6

µ← arg maxµ∗∈Λ EvaluateDesignObjectives(µ∗, S, ~x);7

implement rules defined byµ;8

until forever ;9

In chapters 8 and 9 we examined methods for evaluating designobjectives and itera-
tively searching for new heuristic strategies (FiSH+) respectively. In this chapter we
shall turn attention to step 7, that is, the problem of searching the space of mechanism
rules in order to solve the optimisation problem:

arg max
µ∗∈Λ

EvaluateDesignObjectives(µ∗, S, ~x)

Rather than consider the entire space of possible mechanisms, we shall take asΛ the
space of possible transaction pricing rules for aCH mechanism, the different forms of
which are discussed in sections 3.3.1 to 3.3.3. Recall that there are two main variants
of pricing rules for this institution: uniform pricing in which we set the transaction
price based on the market quote( ˆeqa, ˆeqb), and discriminatory pricing in which we
set the transaction price based on the individual bid and askprices. Each of these
rules is parameterised by a constantk ∈ [0, 1] which determines where we will set the

117
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transaction price in either the interval between̂eqa or ˆeqb, or the bid and ask prices
depending on whether we are using uniform or discriminatorypricing respectively. In
a k = 1

2 mechanism we set the price halfway between the two relevant values. In a
k = 1 mechanism we set transaction prices at the bid price, or the bid component of
the market quote. Similarly in ak = 0 mechanism we set prices at the ask price, or the
ask component of the market quote. For extreme values valuesof k there are clear-cut
analytic incentive-compatibility results for buyers (k = 0) or sellers (k = 1). However,
there is no clear-cut analysis of how we should choosek in the general case.

In the following section I briefly review earlier work in which I attempted to use
a co-evolutionary algorithm to solve the optimisation problem. In section 10.2 I dis-
cuss the relationship between co-evolutionary algorithmsand game-theory in order to
demonstrate why this earlier approach is not suitable for the evolutionary mechanism
design algorithm outlined at the beginning of this thesis. In section 10.3 I outline the
non-coevolutionary optimisation approach that I adopted in order to circumvent these
problems. In section 10.4 I describe an experiment to empirically validate this optimi-
sation approach, the results of which can be found in section10.5.2. Finally I conclude
with a discussion and summary.

10.1 A review of earlier work

As discussed in sections 3.3.1 to 3.3.3, the transaction pricing rule sets the price of any
given transaction as a function of thebid andaskprices submitted by buyers and sellers
respectively. In a private-values trading scenario, bids and asks can be thought of as
signals [39, p. 395] from the traders expressing their valuation for the resource being
traded. The difficulty the auctioneer faces in allocating the resource to those who value
it most highly (i.e. achieving an optimal allocation or maximum market efficiency) is
that these signals cannot necessarily be relied upon to be truthful; agents might mis-
report their valuations in order to make profit at the expenseof others. One technique
to counter this problem is to designincentive-compatiblemechanisms which have the
property that the best strategy for every agent is to report their valuation truthfully. This
is typically achieved by forcing agents to back up their value claims with hard cash,
thus imposing a “handicap” on the signals of the traders, andencouraging honest sig-
nalling through the handicap principle [162]. Successful application of this principle
involves careful reasoning about how to set the handicap, i.e. the transaction price, as
a function of the signal, i.e. the bids and asks of the traders.

As discussed in Section 3.3.4, the uniform-priceCH can be shown to be incentive-
compatible for sellers fork = 1, and incentive-compatible for buyers fork = 0.
However, there is no value ofk for which the mechanism is incentive-compatible for
all traders.

In earlier work [107, 108], two possible approaches were used to analyse the space
of possible transaction pricing rules using computationaltechniques, with a view to
finding rules which optimise various design objectives.

In the first approach, co-evolutionary machine learning wasused to simulate an
evolutionary “arms-race” between populations of trading strategies and a separate pop-
ulation of pricing rules (the mechanism population) [107].Individuals in each popula-
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tion were represented as lisp expressions and evolved usingKoza genetic-programming
[79]. The fitness function for the strategy populations was afunction of the individual
profits of traders playing those strategies, and the fitness function for the pricing rule
population was a function of the overall market efficiency achieved by an auctioneer
using that rule against the current strategy populations.

In these early co-evolutionary experiments, it was hoped that, as the strategy popu-
lations evolved predatory non-truthful strategies, the pricing rule population would re-
spond by evolving defenses, and that over time incentive-compatible mechanism rules
would evolve that were robust against a wide variety of trading strategies, in much the
same way that prey populations adapt robust defenses against predator populations in
co-evolutionary arms races in nature [35, 141]. Despite some promising preliminary
results, it was found that this approach suffered from a number of drawbacks, mainly:

1. The co-evolving system rapidly descended into suboptimal auction mechanisms
if the mechanism population was not artificially seeded withindividuals with
a minimum-level of initial fitness. In cases where the mechanism population
started from extremely low fitness individuals , such as pricing rules which set the
transaction price at 0 regardless of the signals arriving from traders, the strategy
populations would try and fit to these artificially low-fitness mechanisms and
evolve to a state where their bids were meaningless. Meanwhile the mechanism
population would be unable to discover more rational rules which worked with
the existing “broken” trading strategies. Therefore the trading strategies could
not evolve to work with more rational mechanisms and so on.

2. Where more promising results were obtained by artificially seeding the mecha-
nism population with initial promising rules, the results were highly ambiguous.
Often the mechanism population would oscillate between stable states represent-
ing rules corresponding tok = 0 andk = 1. Initially speculation was that this
was a reflection of the fact that there were no incentive-compatible rules for both
buyers and sellers. The theory was that the mechanism population was settling on
incentive-compatible rules for sellers, the buyer population was then responding
by evolving non-truthful strategies, the mechanism population was responding
by evolving rules that were incentive-compatible for buyers, the sellers were re-
sponding by evolving non-truthful strategies, ad infinitum. However, this theory
proved unfounded as the explanation turned out to be that rules of the formk = 0
andk = 1 were more dense in the search space.

In the next section I take a game-theoretic perspective and attempt to explain why
the co-evolutionary algorithm failed to produce meaningful results in this context.

10.2 Mechanism design as strategic-interaction

It is often instructive to analyse co-evolutionary processes in game-theoretic terms,
since in a co-evolutionary interaction the fitness assignedto any given individual de-
pends on the joint actions of the other individuals with which it interacts in a very
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similar manner to an evolutionary game1. When we co-evolve auction mechanisms
and trading strategies we are implicitly defining a game between two players2 : the
mechanism playeron the one hand, and thetrader playeron the other. Each player
attempts to maximise their payoff (analogous to maximisingfitness); in our present
scenario the mechanism player attempts to maximise market efficiencyEA, whereas
the trader player attempts to maximise utilityui. Note that if the selection function
of our co-evolutionary algorithm picks individuals from each population based on a
stochastic function of fitness rather than phenotype, then we are implicitly modelling
a game ofimperfect information; the individuals in the population do not “know in
advance” the action that is being adopted by any other. This has important implications
which will be discussed further in the next section.

Ideally we would like to find theoptimal strategy for the mechanism player. In
game theory the concept of an optimal strategy is defined formally as adominant strat-
egy. In this chapter we will be restricting attention to the clearing rule (Section 3.2.9),
so a hypothetical dominant strategy for the mechanism player would be a clearing rule
that obtained a better payoff,EA than any other clearing rule,no matter what strategy
is adopted by the trader player. However, not every game possesses a dominant strat-
egy solution (and it is not apriori clear that we should expect the mechanism versus
trader game to possess one). More commonly the concept of optimality in a game is
relative; if a dominant-strategy does not exist then the best strategy to play depends on
the strategy adopted by one’s opponent(s).

Although not every game possesses a dominant-strategy, we know thatall games
possess at least one Nashequilibriumin which the strategy adopted by every player is a
best-response to every other player’s strategy. Consider ahypothetical equilibrium for
our game at hand in which the mechanism population chooses a clearing-rule which
sets the transaction price at afixedconstant value∀i price(ci) = d which is indepen-
dent of the trader shout price, and in response the trader player adopts a strategy of
always submitting shouts with zero prices:∀i∀t ζ(i, t) = 0. Depending on the distri-
bution of trader valuations, a rule which sets transaction prices close to the expected
equilibrium priced ≈ E(p∗) would achieve a reasonable expected payoffE(EA) ≈ 1
for the mechanism player. From an external mechanism designer’s point of view this
clearing rule is clearly brittle and undesirable, especially if the variance in valuations
and hence in efficiency is large. However, this hypotheticalsituation would be very
hard to leave once we arrive at it, since if the mechanism player attempts to switch to
conventional clearing rules which set transaction prices as a function of shout prices,
it will be faced with the issue that all shout prices are0. Similarly, the trader player
cannot improve their payoff by unilaterally switching to any other strategy since their
payoff is no longer a function of their shout price. This situation is a game-theoretic

1Note that this applies regardless of whether we intuitivelythink of our original problem as a game.
Game theory is simply a mathematical tool that allows us to study co-dependent optimization problems-
that is, what potential solution should we choose given thatour choice will influence the solution of other
optimizers and vice versa. This is precisely the scenario instantiated by a co-evolutionary algorithm, hence
game-theory is an invaluable theoretical tool in understanding the properties of co-evolutionary systems.

2For conciseness and simplicity, in this section only we shall assume that many trading agents are under
control of the single notional trader player, and that all the agents adopt the same strategy that is specified by
the trader player at any given time. Note, however, that we will be dropping this simplifying assumption in
the remainder of the chapter.
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equilibriumof the mechanism versus trader game.
If equilibria such as these have large basins of attraction (p. 90) under the dynamics

of our co-evolutionary process, then we should not be surprised if our co-evolutionary
algorithm converges on them. Indeed, this was one of the major problems that was en-
countered in earlier work when I attempted to use co-evolution to evolve robust mech-
anisms: the co-evolutionary algorithm sometimes converged on what appeared to be
game-theoretic equilibria, but it is not clear that the theoretical equilibrium solutions of
the mechanism versus trader game are in any way desirable from a mechanism design
perspective, as illustrated by the above example.

In co-evolutionary terminology equilibrium states such asNash equilibria are some-
times referred to as “local optima” of the co-evolutionary algorithm. Note however that
although they are referred to as “local” this does not imply the existence of aglobal
optimum that still remains to be found, since as discussed above there is not necessarily
a dominantstrategy for the mechanism player. Additionally, it is not always the case
that payoffs are straightforwardly maximised in these states relative to the majority of
other points in the phase space of the system. For example: there may exist many
alternative clearing rules which give better payoffEA to the mechanism player if the
trader player were to adopt a different, non-equilibrium, strategy; or there may exist
alternative equilibria strategy profiles which yield higher payoff to both players. Thus
there may be multiple equilibrium points in the phase space of our co-evolutionary
process. These are local “optima” in the sense that moving a very small distance away
from them in the phase-space will not yield an increase in payoff (fitness). However
it is important to note that there could be very many other “high-payoff” states further
away in the phase space which yield a higher payoff to a given player than any any
of our “locally optimal” strategy profiles. However these “high-payoff” states are not
necessarilyNash equilibriumstates.

Thus in general these “local optima” do not minimise (or maximise) any arith-
metical function of their payoffs compared with non-equilibrium strategy profiles, and
neither is their basin size under the co-evolutionary dynamics necessarily proportional
to any of the payoffs. Hence if our co-evolutionary search converges on a Nash equi-
librium, it is difficult to view this as a solution to a maximisation problem in which we
are systematically searching for optimal, or even satisficing, mechanisms; indeed in
our present scenario, in the absence of a dominant-strategyfor the mechanism player it
is not clear that the notion of an “optimal” mechanism has anymeaning, since the opti-
mal strategy for the mechanism player will be very sensitiveto the strategy adopted by
the trader player, and in the most likely case where there aremultiple Nash equilibria
(“local optima”) for the game, there will be many possible “locally optimal” strategies
that the trader player could adopt in the long term.

However, the Nash equilibria of the mechanism versus tradergame are useful so-
lutions to a different, but interesting, problem. If we are modelling a process in which
multiple competing market institutions asynchronously adjust their rules over repeated
interactions in response to observed trader strategies in the real world, and vice versa,
(analogous to the scenario analysed by Roth and Ockenfels [120] in which they com-
pare two competing online auction formats: eBay and Amazon), then we might expect
equilibrium solutions such as the fixed-price clearing ruleto be the rational end result.
It is not inconceivable, for example, that the reason that wecontinue to see a prevalence
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of fixed-price institutions such as bricks-and-mortar shops for selling consumer goods
in real market places, despite the possibility of dynamically-priced institutions such
as eBay3, is due to fact that fixed-price institutions are an equilibrium solution of the
real-life co-evolution between market mechanism and trader behavior. For example,
consumers may be unable to switch from a fixed-price to an auction market for their
required good since one may not exist yet, and correspondingly it may be very difficult
for a startup to create an online auction market in the absence of existing traders on
either side of the market. As well as accounting for historical and present observations
of actual market behavior, this analysis could also benormative; we mightrecommend
that retailers adopt a fixed-price mechanism based on the fact that it is a best-response
to the likely status quo. In this case we might interpret our solution as “the optimal”
one in some sense.

10.3 Mechanism design as optimization

In the previous section we saw that co-evolutionary algorithms are natural models of
games of imperfect information, or simultaneous move games. The previous experi-
ments could be thought of as an analysis of evolutionary mechanism design in the case
that the mechanism designer and the traders are simultaneously attempting to anticipate
the choice of the other.

However, our algorithm for evolutionary mechanism design is asequentialiterative
process involving a single institution. In this case, the considerations from the previous
section do not apply, since the mechanism designer is given the opportunity to move
first by announcing their mechanism rules publicly to the trader population, who then
respond by placing shouts in the mechanism. In this scenariowe no longer have a
repeated simultaneous-move game, instead we have a 2-move extensive-form game.
In the first move the mechanism player announces their mechanism rules withperfect
information, and in the second move the trader player responds by placingshouts. In
contrast to the previous section, in this scenario the trader player does not have to
attempt to “anticipate” the move made by the mechanism player; rather it can form its
strategy conditionally based on the mechanism rules chosenby the mechanism player.
Thus, as a mechanism designer we should choose the optimal mechanism rules in the
sense that the chosen rules optimise our design objectives when the trader player plays
their best strategyunder that particular chosen mechanism.

This scenario is not straight-forwardly modelled by a standard co-evolutionary al-
gorithm; rather it is more natural to view it as a non-co-evolutionary optimisation prob-
lem in which we evaluate each potential mechanism by computing the values of our
design objectives when traders play their best strategy forour candidate mechanism.
However, this problem is complicated by the fact that although the traders are not at-
tempting to anticipate the mechanism rules (since these arealready known), they are
having to anticipate the moves of other traders (since theremay be more than one
trader, and they will be interacting under imperfect information).

Rather than attempting to compute the full Bayesian-Nash equilibria (which would
be intractable) for the trading strategies, I have adopted an empirical game-theoretic

3http://www.ebay.com/
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approach based on theRL strategy (Section 4.2.4) and theRE learning algorithm (Sec-
tion 4.2.4). My rationale for choosing this combination is that it forms the basis of a
cognitive modelof how people actually behave in strategic environments. Inparticular
it models two important principles of learning psychology:

• Thorndike’s law of effect—choices that have led to good outcomes in the past are
more likely to be repeated in the future; and

• The power law of practice—learning curves tend to be steep initially, and then
flatten out.

The Roth-Erev algorithm belongs to a class of game-playing models known as
“stimuli-response” models. These models have much in common with the replicator
dynamics model of evolutionary game theory [86], and as in evolutionary game theory,
the stable asymptotic behaviour of a multi-agent simulation using the Roth-Erev learn-
ing model can be interpreted similarly to the Nash-equilibrium of classical game theory
or the evolutionary-stable-strategy of evolutionary gametheory; stable states constitute
strategy sets that are hard-to-leave and are likely to persist once they are reached, even
when we consider agents who are not using the actual Roth-Erev learning algorithm to
form their strategy. Hence, one way of viewing the analysis in this chapter is as an em-
pirical game-theoretic analysis similar to that presentedin Chapter 8, but in which the
choice of heuristic strategies corresponds to each markup selected by theRLλi

(t)RLµi

term of equations 4.51 and 4.52. The principle advantage of this approach over a full
heuristic-strategy analysis is the reduced computationaloverhead.

It is common to view mechanism design as the search for a mechanism that opti-
mises a single parameter—market efficiency, for example. Incontrast, in this chapter
we shall consider mechanism design to be amulti-objective optimizationproblem in
which we simultaneously maximise several parameters— market efficiency and trader
market power being two we consider in this chapter. The difficulty in doing this lies in
simultaneously maximising as many dimensions as possible.

In the remainder of this chapter, I describe how I have used these ideas to carry
out some experiments in automated mechanism design in the setting of a deregulated
electricity market.

10.4 Experimental setup

The experimental scenario stems from [98] (hereafter referred to asNPT), as described
in detail in Section 6.3. To recap, a number of traders buy andsell electricity in a
discriminatory-price4 continuous double auction. Every trader assigns a value forthe
electricity that they trade; for buyers this is the price that they can obtain in a secondary
retail market and for sellers this reflects the costs associated with generating the elec-
tricity. Here this value is consideredprivate; because traders are always trying to make
a profit themselves, sellers are not willing to reveal how little they might accept for
units of electricity and buyers are not willing to reveal howmuch they might pay for

4In uniform price auctions, all trades in any given auction round happenat the same price. Indiscriminatoryprice
auctions of the kind we have here, different trades in the same auction round occur at different prices.
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units of electricity. Trade in electricity is also affectedby capacity constraints; every
trader has a finite maximum capacity of electricity that theycan generate or purchase
for resale.

In these experiments, the number of sellers,NS, is the same as the number of
buyers,NB. All traders have a capacity of10 units. All traders are equipped with the
(NPT) strategy as described in Section 4.2.4.

10.4.1 Parameters

TheNPT strategy is configured with parameters:

∀i REsi
= 1

∀i REρi
= 0.1

∀i REµi
= 0.2

Our design objective is to increase the efficiency of the market, whilst simultaneously
keeping the market-power, the degree to which they can control the trade price, of both
buyers and sellers to a minimum—we want to increase global profit but without giving
unfair advantage to either buyers or sellers. To do this we need to measure efficiency
and market power and I have adopted the three variables used inNPT , namely:market
efficiency, seller market-powerandbuyer market-power, as defined in Section 6.3. To
recap, market efficiency,EA, is defined as:

EA = 100

(
PBA+ PSA

PBE + PSE

)
(10.1)

PBA andPSA are the profits that the buyers and sellers, respectively, actually make.
PBE andPBE are the profits theoretically available to buyers and sellers, respec-
tively, in an market where all traders bid truthfully and an optimal allocation is made.
(We can, of course, compute the result of agents bidding truthfully since we have access
to their private values outside the simulation.)

Buyer market-power,MPB, is defined as the difference between the actual profits
of buyers,PBA, and the potential equilibrium profitsPBE for buyers, expressed as a
ratio of the equilibrium profits.

MPB =
PBA− PBE

PBE
(10.2)

Seller market-power is computed in the same way:

MPS =
PSA− PSE

PSE
(10.3)

Market efficiency,EA, tracks how good our mechanism is at generatingglobal profit,
whereas the market-power indices,MPB andMPS track to what extent each group
is better or worse off compared to the ideal market.
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Strategic buyer market powerSMPB measures the difference between the actual
profits of the buyers and the profits they would get if they bid truthfully in the current
market (as opposed to the ideal market assumed when calculating equilibrium profits),
expressed as a fraction of equilibrium profits:

SMPB =
PBA− PBT

PBE
(10.4)

Strategic seller market-power is computed in the same way:

SMPS =
PSA− PST

PSE
(10.5)

Zero strategic market-power values strongly suggest that the mechanism is strategy
proof— i.e., there is no way for a given trader to systematically generate profits at the
expense of the other traders.

We normalise each variable by mapping it onto the range[0, 1], where1 represents
the optimal value of a variable and0 represents the worst value. Variables are mapped
using the following functions:

ÊA =
EA

100
(10.6)

M̂PB =
1

1 +MPB
(10.7)

M̂PS =
1

1 +MPS
(10.8)

ŜMPB =
1

1 + SMPB
(10.9)

ŜMPS =
1

1 + SMPS
(10.10)

Given these, our aim is to perform a multi-objective optimisation of efficiency and
market power. For these initial experiments I combine our different objectives in a
simple linear sum with fixed weightings and optimise the scalar fitness value for the
particular case where we give equal weighting to efficiency and market-power5. Since
we have two measures of market power we have two values to optimise:

F =
ÊA

2
+
M̂PB + M̂PS

4

V =
ÊA

2
+
ŜMPB + ŜMPS

4

For now, we restrict our search of the mechanism design spaceto thetransaction pric-
ing rule, which sets the price of any given transaction as a function of the bid andask
prices submitted by buyers and sellers respectively.NPT uses a discriminatory-price

5The ultimate goal, however, for future work is to use multi-objective evolutionary algorithms to explore
the full Pareto frontier.
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Figure 10.1: FitnessF (with standard deviation) plotted againstkfor a market with 60
traders.

k-double-auction transaction pricing rule (Section 3.3.2), in which a different trans-
action price is awarded for each matched bid-ask pair in the current auction round.
Recall that transaction prices are governed by a parameterk. In the originalNPT
experimentsk is taken to be 0.5.

Our aim is to investigate if there are alternatives to thek = 0.5 discriminatory
pricing rule that perform well, not necessarily under equilibrium conditions, but when
agents play Roth-Erev derived strategies; i.e., adaptive strategies derived from acogni-
tive model of human game playing.

In these experiments, I shall consider the space of all possible pricing rules that are
functions of the individual ask pricepa and bid pricepb. Each function is represented
as a Lisp s-expression, and Koza’s genetic programming [79]is used to search this
space. Individual mechanisms are compared according to thecriteria represented by
F in order to judge their fitness, thus we are using genetic programming to solve a
multi-objective optimisation problem. I return to the fulldetails of the GP experiment
in Section 10.5.2.

One might ask why we are using genetic programming to search such a vast space,
when we could simply restrict attention to the k-double-auction pricing rule, and search
for optimal values ofk. The reason we use genetic programming is that I see this as
a general method of representingarbitrary mechanism rules, not just those that can be
neatly parameterised. In this particular case, we have chosen an aspect of the auction
design that can be simply parameterised, so that I can compare the performance of the
genetic programming search against a brute-force search ofdifferent values ofk. In
the following section I use a brute-force search ofk to get an approximate view of the
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Figure 10.2: FitnessF (with standard deviation) plotted againstk for a market with 6
traders.

fitness landscape that our genetic programming search will encounter.

10.5 Experimental results

In this Chapter I report on two aspects of the experimental work I have been carrying
out within the electricity market scenario. First I describe work to map out the fitness
landscape in which the pricing rule is evolving. We do this byassuming ak-double
auction and then calculating the efficiency of the market fordifferent values ofk. Sec-
ondly, I describe an experiment in which the pricing rule wasfree to evolve and show
that it converged on thek-double auction rule withk = 0.5.

10.5.1 Mapping the landscape

Two mappings of the fitness landscape were carried out with 100 different values of
k at increments of 0.01. In the first mapping, each auction was run for 100 rounds,
and for each value ofk we ran 1000 auctions each with a different supply and demand
schedule. These schedules were constructed by assigning each agent a random private
value from a uniform distribution in the range[30, 1000]. The market variables under
observation are averaged over these 1000 different schedules. Figure 10.1 shows the
mean fitness measureF for each value ofk when the market consists of 60 traders
(30 buyers and 30 sellers) and Figure 10.2 shows the mean fitness measureF for each
value ofk when the market consists of 6 traders (3 buyers and 3 sellers)
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Figure 10.3: FitnessV (with standard deviation) plotted againstk for a market with 60
traders.

In the second mapping I looked at fitness measureV . This time, each auction
was run for 1000 rounds and outcomes were averaged over105 supply and demand
schedules. The results of this mapping is given in Figures 10.3 and 10.4 for 60 traders
(30 buyers and 30 sellers) and 12 traders (6 buyers and 6 sellers) respectively. For the
second mapping we also looked at the measures of strategic buyer and seller market
power. These are shown in Figures 10.5 and 10.6 and suggest that overall strategic
market power (the sum of the buyer and seller figures) is approximately zero fork =
0.5.

These mappings at different values ofk give us an idea of the fitness landscape
for the electricity scenario when using our measures of fitness. A qualitative interpre-
tation of this data would suggest that values ofk close to0.5 should be selected by
any technique that is applying thek-double auction rule and attempting to learn the
best value ofk while using our fitness measures. These results suggest thatthe CH is
“heuristically incentive-compatible” forbothbuyersand sellers for values ofk close
to k = 0.5.

10.5.2 Evolving pricing rules

Having established the fitness landscape assuming thek-double auction rule, I then
set out to search the entire space of possible pricing rules using genetic programming.
Each rule was represented as a Lisp s-expression, and I used Koza’s basic genetic pro-
gramming [79] with the parameters given in Table 10.1 to search this space. I made
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Figure 10.4: FitnessV (with standard deviation) plotted againstk for a market with 12
traders.

use of a Java-based evolutionary computation system calledECJ.6 ECJ implements a
strongly-typedGP [92] version of Koza’s [79] original system. For theGP experiments
in this chapter, the standard Koza parameters were used in combination with the stan-
dard KozaGP operators, with the addition of a small amount of parsimony pressure
(applied with probability 0.005) in order to counter the effects of GP code bloat.

The function-set consisted of the terminalsASKPRICE andBIDPRICE, rep-
resenting ask price and bid price respectively, together with the standard arithmetic
functions, + - * /, and a terminal representing a double-precisionfloating point ephemeral
random constant in the range[0, 1]. Thus all we assumed about the pricing function is
that it was an arithmetic function of the bid and ask.

Individual mechanisms were compared according to the criteria represented byF
in order to judge their fitness during the evolutionary process. As in Section 10.5.1,
market outcomes for each pricing rule were computed by simulating agents equipped
with the Roth-Erev learning algorithm. I used the same numbers of buyers, 30, and
sellers, 30, and 100 auction rounds, but with only 100 different supply and demand
schedules, constructed by assigning agents different private values, drawn randomly
from a uniform distribution in the range[30, 1000], to evaluate each generation of each
population of pricing rules. I ran fewer rounds than in the landscape experiment be-
cause, as is usual for evolutionary methods, we had to use many generations and large
populations—running each of these for104 supply and demand schedules would have
taken a prohibitive amount of time.

Figure 10.7 shows part of the actual pricing rule that was evolved after 90 gener-

6http://www.cs.umd.edu/projects/plus/ec/ecj/
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Figure 10.5: Strategic buyer market power plotted againstk for a market with 60
traders.

ations. This has been algebraically simplified, but as can beseen it is still far from
straightforward, something that is not surprising given the way that standard genetic
programming approaches handle the evolution of a program. Plotting the surface of
the transaction price as a function ofpb andpa, given in Figure 10.8, and comparing it
with the surface for:

0.5pa + 0.5pb

(given in Figure 10.9) shows that these two functions are approximately equal apart
from a slight variation when the ask price is very small or when the ask price is
equal to the bid price. Thus the experiment effectively evolved a pricing rule for a
discriminatory-pricek double auction withk = 0.5 from the space of all arithmetic
functions of ask and bid price.

Although the fitness landscape for this benchmark problem isvery simple, this
is a means of validating our design technique before we move on to more complex
scenarios.

10.6 Discussion

These results suggest that the approach I am adopting is a reasonable one— I have
managed to evolve a rule which not only provides a high fitness, but also generates
a rule that, in terms of the prices it sets, is close to a well established rule from the
economics literature. The results also support the existing k-double auction rule since
our GP search through the space of all functions of the bid andask price has converged
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Figure 10.6: Strategic seller market power plotted againstk for a market with 60
traders.

((0.6250385(0.93977016(ASKPRICE+ 0.76238054)))+

(((((−0.19079465)/(ASKPRICE − (((BIDPRICE

+BIDPRICE)/(((((ASKPRICE − 1) + 1.6088724)/

(((1 −ASKPRICE)− (ASKPRICE/ASKPRICE))+

(2.5486426 + (BIDPRICE+

0.000012302072))))+ ((BIDPRICE/ASKPRICE)

+((BIDPRICE +BIDPRICE)

+(1.430315)/(BIDPRICE ·ASKPRICE)))))ASKPRICE)) . . .

Figure 10.7: The first few terms of the derived pricing rule.

on a version of thek-double auction rule. This is in contrast to the results obtained by
Cliff [26, 27], which discovered a new form of auction between classical buy-side and
sell-side auctions.

Interestingly, this result also sheds some light on a problem that was encountered
with the approach in [108] when I used genetic programming for both evolving auction
rules and evolving trading strategies. In those experiments we noticed thatk-double
auction pricing rules were evolved early on, when the strategies used by the traders
were poor, but did not thrive. It seems it is possible thatk-double auction rules do well
provided that they are used in auctions with fairly good traders—in auctions with poor
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Figure 10.8: The transaction price set by the evolved auction rule.
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Figure 10.10: The difference in transaction prices betweenthe k = 0.5 rule and the
evolved rule

traders other rules, which are incompatible with good traders, do better.
This is consistent with a recent view proposed by Philip Mirowski [90, pp. 536–

545] of economic marketplaces as complex ecologies. Some markets, such as garage
sales, have relatively simple rules and procedures, while others, such as financial fu-
tures markets, are, by comparison, very complex. Yet all manage to co-exist, with
each type of market, apparently, finding its own niche in which to survive and pros-
per. Indeed, the oldest markets have survived for hundreds of years without rules from
the newer ones being adopted in them. The behaviours of the participants in the dif-
ferent markets are, as one would expect, different. One challenge for computational

Parameter value
Population size 4000

Selection Parsimony Binary
Tournament

Cross-over probability 0.9
Reproduction probability 0.1

Parsimony size probability 0.005
Cross-over maximum tree depth17

Grow maximum tree depth 5
Grow minimum tree depth 5

Table 10.1: Koza GP parameters
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economics, says Mirowski, is to explain this diversity, howit has arisen and how it is
maintained.

10.7 Summary and Contribution

Evolutionary mechanism design, as introduced in this thesis, is an iterative methodol-
ogy for refining the design of a market mechanism in response to repeated observations
of the real life market (in vivo analysis) and analysis based on game-theory and simu-
lation (in vitro analysis). The methodology is outlined by the following pseudo-code:

input : A set of initial heuristic strategiesS, and a legacy mechanismµ
repeat1

S ← FiSH+(S, µ);2

publiciseS to participants;3

~x← frequency of each strategy observed in vivo;4

S ← S ∪ { strategies observed in vivo} ;5

Λ← space of feasible variants ofµ;6

µ← arg maxµ∗∈Λ EvaluateDesignObjectives(µ∗, S, ~x);7

implement rules defined byµ;8

until forever ;9

In this chapter I have empirically validated that it is possible to compute step 7,
and I have searched a subset of the space of mechanism rulesΛ that determine the
final clearing price as a function of individual bid and ask prices. In so doing, I have
demonstrated that a design in which we set the transaction price halfway between bid
and ask prices (ak = 0.5 discriminatory pricing policy) has desirable properties,de-
spite the fact that this is not an optimal mechanism according to the usual desiderata
and assumptions of auction theory.



Chapter 11

Conclusion and Future Work

In this thesis I have introduced an iterative methodology for the design of market mech-
anisms calledevolutionary mechanism design. This differs from traditional mechanism
design, which is a static analysis based on rigidly defined design objectives, in which
a theoretically pristine mechanism is launched into the world and then remains forever
in Nash equilibrium stasis.

Evolutionary mechanism design, in contrast, attempts to take anengineeringap-
proach. It is not theoretically beautiful, but it is able to take into account real-life
ugliness: arbitrary multiple design objectives,dynamicadjustment to equilibrium, and
constant feedback from anin vivomechanism. The process is described by the follow-
ing pseudo-code:

input : A set of initial heuristic strategiesS, and a legacy mechanismµ
repeat1

S ← FiSH+(S, µ);2

publiciseS to participants;3

~x← frequency of each strategy observed in vivo;4

S ← S ∪ { strategies observed in vivo} ;5

Λ← space of feasible variants ofµ;6

µ← arg maxµ∗∈Λ EvaluateDesignObjectives(µ∗, S, ~x);7

implement rules defined byµ;8

until forever ;9

We start with an initial, or “legacy” mechanismµ that existsin vivo, that is, a real-life
market. This is a reflection of economic reality, in that manymarket places initially
emerge in an ad-hoc fashion and are not necessarily designedfrom the top-down ac-
cording to strict auction-theoretic principles [90]; in Chapter 3, I analysed a space ofµ
based on commonly-encountered variants of legacy double-auction mechanisms, and
we saw that many variants of these mechanisms do not satisfy the usual desiderata of
auction theory.
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We then analyse the set of heuristic1 strategiesS that are commonly observed to
be in use. This set of strategies may or may not yield clear-cut equilibria; therefore we
conduct anin vitro analysis in which we use a combination of game-theoretic analysis
and a simulation framework such as that discussed in Chapter5. By combining these
tools using an empirical game-theoretic analysis (Chapter7) we can discover if there
are hitherto unknown strategies that could yield more stable equilibria. This process
is summarised by theFiSH+ algorithm introduced in Chapter 9. If our initial equilib-
ria are not stable, theFiSH+ algorithm will give us a new set of strategies that yield
equilibria with larger attractors, and hence more stable equilibria. As discussed in sec-
tion 9.4, this is analogous to the incentive-compatibilitycriterion from conventional
static mechanism design in that we are attempting to find strategies that are a clear-
cut choice for our traders, just asTT is an obvious strategy in an incentive-compatible
mechanism. However, this is of no use to a mechanism designerunless our new strate-
gies are actually adoptedin vivo; hence in step 3 we publicise the resulting analysis to
the market participants.

Just as with engineering methods for other complex real-world domains, such as
software engineering, our analysis cannot be relied upon tobe completely accurate
and future-proof [10, 6]. Therefore we continually update our analysis in response to
feedback from thein vivo mechanism: in steps 4 and 5 we compare our predictions
with actuality, and update our set of heuristic strategiesS and their observed frequency
in the population~x. In Chapter 8 I demonstrated how we can take into account~x when
evaluating whether we are likely to meet our design objectives.

The resulting status quo may not be optimal for our purposes;for example, we may
be able to improve the likelyhood of achieving certain design objectives, such as market
efficiency or liquidity (transaction throughput) by makingsmall adjustments in a subset
of the space of mechanism rules, for example by adjusting parameters such ask in the
market clearing rules (3.3.1 to 3.3.3). In Chapter 10, I demonstrated empirically that
step 7 can be automated using genetic programming.

Thus, in this thesis I have outlined an iterative methodology for mechanism design:
evolutionary mechanism design, which incorporates bothin vivo andin vitro analysis,
and I have introduced methods for the latter which I have empirically validated as
summarised above.

11.1 Future work

Full in vivo analysis

In this thesis I have concentrated on the purely computational aspects of the method:
that is, in vitro analysis. In so doing, I have glanced over some of the challenges
presented by thein vivoanalysis of real-life market places, which may be considerable.
For example, in Chapter 8, we saw how our design objectives were affected when
we considered different weightings over the frequency withwhich sniping strategies
were observed in the existing mechanism. In the case of a strategy such as sniping,
it is relatively straightforward to determine which traders are adopting this strategy,

1As opposed to pure strategies in the strict game-theoretic sense. See Chapter 7.
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provided that one has access to sufficient historical marketdata, since we can simply
look at the timing of agents’ shouts; Roth and Ockenfels [120] provide just such an
analysis of the eBay marketplace, which validates that steps 4 and 5 can be performed
in vivo in the case of a single class of strategy.

However, inferring the existence of other classes of strategies in a real market
presents a significant challenge, not least because the truevaluation of each agent is
not directly observable. Without any prior knowledge of an agent’s valuation, it is very
difficult to infer whether they are using a strategy even as simple asTT (section 4.1.1).
That is not to say, however, that making inferences about valuations is impossible,
especially from the privileged vantage point of the agent controlling the mechanism,
who potentially has full access to the history of traders’ interactions with the market.
We may, for example, be able to infer bounds on an agent’s valuation by analysing
the order statistics of their trade prices over small time periods; or by analysing their
trading behaviour in alternative markets for the same commodity; or, in the case of
an ascending auction format such as eBay, by observing the price at which runner-up
bidders drop out of the auction. With estimates of valuations in hand, it would possible
in many cases to infer an agent’s strategy. The reverse-engineering of valuations and
strategies from market data is a promising area of research,both for those seeking to
make profit, as well as for economists seeking to understand the dynamics of real-world
marketplaces, and there is an emerging literature in this area [42, 41] to draw upon.

Although it might be impractical in the context of an academic research programme
to apply thesein vivo methods in the context of a market such as a stock exchange, it
may be possible to apply them to a markets such as the University of Iowa prediction
markets [136]. Prediction markets are exchanges with unique design considerations
[156], and an interesting possible research programme would be to conduct a fullin
vivo case study of the application of evolutionary mechanism design to a real-life pre-
diction market through several iterations of the design cycle.

Competing mechanisms

The focus I have taken in this thesis is evolutionary mechanism design as a sequen-
tial refinement of a single market institution. However, in many real-life scenarios,
multiple competing mechanisms exist simultaneously and offer exchange services for
the same commodity. For example, it is often possible to find the same commodities
posted on both the eBay2 and amazon3 auction web sites. In this scenario, mechanism
designers must take into account what rules their competitors are adopting in order to
maximise their own design objectives, and mechanism designbecomes a competitive
interaction. The research conducted by Roth and Ockenfels [120] (discussed above)
specifically discusses how amazon and eBay’s choice of auction ending rules affects
the other competitor. In this scenario, mechanism design isa form of strategic inter-
action between institutions, as discussed in section 10.2,and it is possible that earlier
work in which I used evolutionary computing to co-evolve mechanisms and trading
strategies [108, 107] would be useful forcompetitivemechanism design.

2http://www.ebay.com/
3http://www.amazon.com/
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This kind of analysis may also be useful as an explanatory tool for economists seek-
ing to understand the variety of market institutions observed in nature, from fixed price
retail markets to sophisticated electronic exchanges witha bewildering array of trading
rules, some of which appear to be based more on historical precedent than rational de-
sign considerations. As discussed in the previous chapter,Mirowski [90] suggests that
one of the challenges for computational economists is to explain this diversity; how
it has arisen and how it is maintained. One possible approachto such an analysis is
to think of mechanisms and strategies as co-evolving entities. Under this analysis, the
varieties of market institution that we see today correspond to the resultingequilibria
of the co-evolution between mechanism and strategy. As discussed in section 10.2,
the reason that we observe that the majority of institutionsfor retail goods are fixed-
price (for example, high-street retail outlets) rather than dynamically-priced (for exam-
ple, eBay), might be the same reason that earlier co-evolutionary experiments arrived
at fixed-price solutions (section 10.1); fixed-price mechanisms are a best-response to
truly “zero-intelligence” strategies which do not bother to bid, and vice versa. Thus
the Nash equilibria of the mechanism versus trader game, of which there may be many,
may well correspond to the trading formats that we observe topersistin vivo. This is a
topic that I have only touched upon in this thesis, but could form the basis of interesting
future research.

11.2 Applications to other domains

Multi-agent Systems

The focus of this thesis has been the double-auction domain.As discussed in Chap-
ter 2, the double-auction is an important benchmark problemfor mechanism design
and strategy acquisition. However, my main motivation in this research was to develop
techniques that are applicable to the wider field of multi-agent systems technology. As
we saw in Chapter 1 one of the principle problems in this field is the engineering of
opensystems. The internet is one of the most complex open systemsin existence, and
it is increasingly realised that incentive engineering is key in this domain. For example,
Friedman and Shenker [52] describe contention over networkbandwidth (congestion)
by different self-interested parties (agents) in terms of astrategic game, and propose a
non-monetarymechanismin which socially desirable outcomes can be achieved even
when agents follow self-interested strategies by imposinga “handicap” in the form
of a network latency that is proportional to an agent’s stated bandwidth requirements
(analogous to the “handicap” in form of payment that an auctioneer imposes on stated
preferences for goods — see Section 3.1.3). It is this kind ofad-hocscenario to which
evolutionary mechanism design may be particularly suited,since, in principle, evolu-
tionary mechanism design methods can be used to craft new mechanismson the fly,
and in situations in which classical game-theoretic or auction-theoretic assumptions
are violated; in the Friedman and Shenker scenario for example, the negative pay-
offs (“payments”) inflicted by the “auctioneer” may be subject to environmental noise,
which is not taken into account by existing mechanism designs. This is an ongoing
area of research that is being taken up by several research groups: for example, by
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the EPSRCMarket-based control of complex computational systemsproject4, and has
applications to many other control problems in computer science and beyond, such as
scheduling systems [30], memory allocation, and even air-conditioning [24].

From an economic perspective, market mechanisms are traditionally thought of
as tools for achieving socially desirable outcomes betweenagents whose interests are
not necessarilyaligned, and who therefore attempt to maximise only their own utility.
However, this does not prevent them from being useful in scenarios where agents’ inter-
estsare in alignment with other. Many scenarios inMAS involve some form of cooper-
ative problem solving [38], which can involve complex coordination between different
subsystems, for example the problem of coordinating movements between different
joints or actuators in a robotics scenario [13]. In some scenarios it is possible to design
a mechanism for these scenarios that brings about the globally-desired outcome when
each agent, or subsystem, solves an entirelylocal decision problem (maximising their
utility), thus enabling simpler agent implementations; this area of research is known as
market-oriented programming [150], in which evolutionarymechanism design may be
able to play an important role.

Multi-agent learning & co-evolution

Finally, it is my tentative hypothesis that one of the key principles in acquiring robust
strategies in co-evolutionary scenarios may be in the appropriate design of thegame
underlying agent interactions, rather than focusing solely on the co-evolutionary algo-
rithm itself. For example, we may expect that co-evolutionary interactions in games
such as paper-rock-scissors, which admits of a single clear-cut equilibrium solution,
to result in lower diversity and robustness of phenotypes than in games such as the
double-auction where we have a multitude of potential game-theoretic equilibria. It is
possible that some of the methods proposed in this thesis maybe useful for automat-
ically assessing and constructing environments (games) which encourage diverse and
robust solutions in co-evolutionary interaction; for example, by quantitatively estimat-
ing the number of equilibria and their respective basin sizes.

4http://www.marketbasedcontrol.com/
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Figure A.1: UML class diagram for the FourHeapShoutEngine class
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Figure A.2: UML class inheritance diagram for Auctioneer classes
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Figure A.3: UML class inheritance diagram for PricingPolicy classes
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agent: AbstractTradingAgent

auction: Auction

currentShout: MutableShout

 AbstractStrategy()

 AbstractStrategy(in agent: AbstractTradingAgent)

 endOfRound(in auction: Auction)

 eventOccurred(in event: AuctionEvent)

 getAgent(): AbstractTradingAgent

 initialise()

 modifyShout(in shout: Shout, in auction: Auction): Shout

 modifyShout(in shout: MutableShout): boolean

 protoClone(): Object

 reset()

 setAgent(in agent: AbstractTradingAgent)

AbstractStrategy

 determineQuantity(in auction: Auction): int

 modifyShout(in shout: Shout, in auction: Auction): Shout

 setAgent(in agent: AbstractTradingAgent)

«interface»

Strategy

 eventOccurred(in event: AuctionEvent)

«interface»

uk::ac::liv::auction::core::AuctionEventListener

 AbstractTradingAgent(in stock: int, in funds: double, in privateValue: double, in isSeller: boolean, in strategy: Strategy)

 AbstractTradingAgent(in stock: int, in funds: double)

 AbstractTradingAgent()

 AbstractTradingAgent(in stock: int, in funds: double, in privateValue: double, in isSeller: boolean)

 active(): boolean

 auctionClosed(in event: AuctionEvent)

 auctionOpen(in event: AuctionEvent)

 deliver(in auction: Auction, in quantity: int, in price: double): int

 determineQuantity(in auction: Auction): int

 endOfDay(in event: AuctionEvent)

 equilibriumProfits(in auction: Auction, in equilibriumPrice: double, in quantity: int): double

 eventOccurred(in event: AuctionEvent)

 getCurrentShout(): Shout

 getFunds(): double

 getGroup(): AgentGroup

 getId(): long

 getLastProfit(): double

 getProfits(): double

 getStock(): int

 getStrategy(): Strategy

 getStrategy1(): Strategy

 getValuation(in auction: Auction): double

 getValuationPolicy(): ValuationPolicy

 giveFunds(in seller: AbstractTradingAgent, in amount: double)

 informOfBuyer(in auction: Auction, in buyer: TradingAgent, in price: double, in quantity: int)

 informOfSeller(in auction: Auction, in winningShout: Shout, in seller: TradingAgent, in price: double, in quantity: int)

 initialise()

 isBuyer(): boolean

 isSeller(): boolean

 lastShoutAccepted(): boolean

 pay(in amount: double)

 protoClone(): Object

 purchaseFrom(in auction: Auction, in seller: AbstractTradingAgent, in quantity: int, in price: double)

 requestShout(in auction: Auction)

 reset()

 roundClosed(in event: AuctionEvent)

 setGroup(in group: AgentGroup)

 setIsSeller(in isSeller: boolean)

 setPrivateValue(in privateValue: double)

 setStrategy(in strategy: Strategy)

 setStrategy1(in strategy1: Strategy)

 setValuationPolicy(in valuer: ValuationPolicy)

 setup(in parameters: ParameterDatabase, in base: Parameter)

AbstractTradingAgent

 informOfBuyer(in auction: Auction, in buyer: TradingAgent, in price: double, in quantity: int)

 informOfSeller(in auction: Auction, in winningShout: Shout, in seller: TradingAgent, in price: double, in quantity: int)

 isBuyer(): boolean

 isSeller(): boolean

 requestShout(in auction: Auction)

«interface»

TradingAgent

 + abstractTradingAgent

{order}

0..1

 - strategy1 0..1

Figure A.6: UML class diagram illustrating relationship between TradingAgent and
Strategy
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 act(): int

 getLearner(): Learner
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 learn(in auction: Auction)

 protoClone(): Object

 reset()

 setLearner(in learner: Learner)

 setStimuliResponseLearner(in stimuliResponseLearner: StimuliResponseLearner)

 setup(in parameters: ParameterDatabase, in base: Parameter)

 toString(): String
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currentPrice: double

initialMarginDistribution: AbstractContinousDistribution
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lastShoutAccepted: boolean
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logger: Logger
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P_SCALING: String

perterbationDistribution: AbstractContinousDistribution

scaling: double

trAskPrice: double

trBidPrice: double

trPrice: double

uk::ac::liv::auction::agent::MomentumStrategy

RothErevLearner

 randomInitialise()

 setOutputLevel(in currentOutput: double)

 train(in target: double)

«interface»

MimicryLearner

StatelessQLearner

AbstractLearner

 act(): int

 getNumberOfActions(): int

«interface»

DiscreteLearner

 dumpState(in out: DataWriter)

 getLearningDelta(): double

 monitor()

«interface»

Learner

WidrowHoffLearnerWithMomentum

 act(): double

«interface»

ContinuousLearner

 reward(in reward: double)

«interface»

StimuliResponseLearner

NPTRothErevLearner

WidrowHoffLearner
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