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Abstract. A framework, PISA, for conducting dialogues to resolve dis-
putes concerning the correct categorisation of particular cases, is de-
scribed. Unlike previous systems to conduct such dialogues, which have
typically involved only two agents, PISA allows any number of agents
to take part, facilitating discussion of cases which permit many possi-
ble categorizations. A particular feature of the framework is that the
agents argue directly from individual repositories of experiences rather
than from a previously engineered knowledge base, as is the usual case,
and so the knowledge engineering bottleneck is avoided. Argument from
experience is enabled by real time data-mining conducted by individual
agents to find reasons to support their viewpoints, and critique the argu-
ments of other parties. Multiparty dialogues raise a number of significant
issues, necessitating appropriate design choices. The paper describes how
these issues were resolved in the protocol and implemented in PISA, and
illustrates the operation of PISA using an example based of a dataset
relating to nursery provision. Finally some experiments comparing PISA
with other classifiers are reported. keywords Argumentation, Data
mining, Dialogue Games.

1 Introduction

In [19] PADUA (Persuasive Argumentation Using Association Rules), a protocol
to enable two agents to argue about the classification of a case was presented.
The distinguishing feature of PADUA was that the arguments used by the agents
were derived directly from a database of previous examples using data mining
techniques, with each participant drawing on a separate database of examples.
The authors termed this arguing from experience, to contrast this style of ar-
gument with the typical form of persuasion dialogues, in which each agent uses
a separate knowledge base in which domain expertise is represented as a set of
rules [14]. Strategies for PADUA dialogures were discussed in [17] and PADUA
was evaluated on a substantial dataset relating to welfare benefits in [18]. In
this paper we present PISA (Pooling Information from Several Agents) which
extends PADUA to allow any number of software agents to engage in the dia-
logue. This is particularly useful when the classification is not binary, since each
possible classification can then have its own champion.

To date research into persuasive argumentation dialogues have largely been
confined to scenarios with two agents: very few examples of dialogue with several
agents can be found in the literature. The main issues regarding multi-party



dialogues in general were identified in [8] and [16]. In this paper we will address
the issues identified in [8] and [16] and resolve them in ways appropriate to the
style of dialogue supported by PISA.

The rest of this paper is organized as follows: in Section 2 details of the notion
of multiparty argument from experience are considered. The PISA framework
is introduced in section 3 and solutions to issues raised in Section 2 presented.
In Section 4 we describe a series of experiments which we have performed to
explore the operation of PISA. Finally Section 5 concludes the paper.

2 Multi Party Argument from Experience

2.1 Arguing From Experience

The aim of PISA is to allow a number of agents, each with their own private
database of examples, to debate the correct classification of a new case. The
classification is not intended to be binary: the examples can be classified in one
of a number of ways, and each possible classification will be championed by
one of the parties to the dialogue. Because the agents will use their database
of examples directly, rather than drawing on a set of rules engineered in some
previous analysis stage, we term this arguing from experience. PISA is based
on previous work [19] which established a set of basic speech acts for argument
from experience dialogues between two parties. These speech acts are inspired
by work on case based reasoning in law, which forms arguments on the basis of
precedent cases, especially the work carried out by Ashley [3] and Aleven [2]. A
key difference, however, between arguing from experience and case based rea-
soning is that all of an individual agent’s experiences (represented by a dataset
of previous examples) are used collectively, rather than a single case being iden-
tified as a precedent. Unlike legal decisions authority comes from the frequency
of occurrence in the set of examples rather than endorsement of a particular
decision by an appropriate court.

When arguing from experience, rather than drawing rules from a knowledge
base, the agents use data mining techniques to discover associations between fea-
tures of the case under consideration and the appropriate classification according
to their previous experience. This approach features several advantages:

1. Such arguments are often found in practice: many people do not develop a
theory from their experience, but when confronted with a new problem recall
past examples;

2. It avoids the knowledge engineering bottleneck that occurs when belief bases
must be constructed;

3. There is no need to commit to a theory in advance of the discussion: the
information can be deployed as best meets the need of the current situation;

4. It allows agents to share experiences that may differ: one agent may have
encountered types of case that another has not. This is why it important
that each agent uses its own database.



Using their distinct databases PISA agents produce reasons for and against
classifications by mining Association Rules (ARs) from their datasets using As-
sociation Rule Mining (ARM) techniques [1], [6]. ARs [1] are probabilistic re-
lationships expressed as rules of the form X → Y read as if X is true then Y

is likely to be true, or X is a reason to think Y is true where X and Y are dis-
joint subsets of some global set of attributes. Likelihood is usually represented
in terms of a confidence value expressed as a percentage. This is calculated as
support(XY )×100/support(X) where the support of an itemset I is the number
of records in the data set in the itemset I occurs. To limit the number of rules
generated only itemsets whose support is above a user specified support thresh-

old, referred to as frequent itemsets, are used to generate associations. To further
limit the number of associations only those rules whose confidence exceeds a user
specified confidence threshold are accepted. The process of identifying appropri-
ate ARs is called Association Rule Mining (ARM).

In the context of this paper the antecedent of an AR represents a set of
reasons for believing the example should be classified as expressed in the conse-
quent. There are six speech acts (moves) used in PADUA, which can be seen as
falling into three categories as follows:

1. Propose Rule. Move that allows generalizations of experience to be cited,
by which a new rule with a confidence higher than a certain threshold is
proposed.

2. Attacking moves. These moves argue that the reasons given in a proposed
rule are not decisive in this case. This can be achieved using one of three
speech acts as follows:
– Distinguish. When a player plays a distinguish move, it adds some new

premise(s) to a previously proposed rule, so that the confidence of the
new rule is lower than the confidence of the original rule.

– Counter Rule. This is similar to the “propose rule” move, but is used
to cite a generalization leading to a different classification.

– Unwanted Consequences. Using this move a player suggests that cer-
tain consequences (conclusions) of the proposed rule do not match the
case under consideration.

3. Refining moves. These moves enable a rule to be refined to meet objections.
This can be achieved using one of two speech acts:
– Increase Confidence. Here a player adds one or more premises to a

rule that has been previously been proposed to increase the confidence
of the rule.

– Withdraw unwanted consequences. Here a player excludes the un-
wanted consequences of a rule that has been previously proposed, while
maintaining a certain level of confidence.

For each of the above six moves a set of legal next moves (i.e. moves that can
possibly follow each move) is defined. Table 1 summarizes the rules for “next
moves”, and indicates where a new set of reasons is introduced to the discussion.

While the above model can be applied to a number of application areas such
as legal argumentation and other classification problems [18], where agents can



Table 1. Speech acts (moves) in PISA

Move Label Next
Move

New Rule

1 Propose
Rule

3,2,4 Yes

2 Distinguish 3,5,1 No

3 Unwanted
Cons

6,1 No

4 Counter
Rule

3,2,1 Yes

5 Increase
Conf

3,2,4 Yes

6 Withdraw
Unwanted

3,2,4 Yes

benefit from differences in experience to solve a case, PADUA is restricted to two
players only. The work presented here significantly extends this model to provide
an environment in which three or more participants can argue with the others
using the set of speech acts listed above, drawing their arguments from individ-
ual databases. Since extension from two players is not straightforward, before
describing this multi-player framework in detail the main issues to be addressed
in multiparty dialogues in general and multiparty argument from experience in
particular, will be reviewed.

2.2 Issues in Multiparty argument from experience

The main concern facing multiparty argument from experience is how to allow for
an indefinite number of agents to engage in the debate without jeopardizing the
basic argument from experience protocol proposed in [19]. There are a number of
issues of relevance in any multiparty dialogue. The following summary of these
issues is based on the issues identified in [8] and [16]:

1. System openness : Multiparty argument from experience dialogues can either
be closed or open. A closed dialogue starts with N players and continues
with the same N players until the end; no new participants are allowed to
join the dialogue once it has started, and players cannot leave the dialogue
while it is in progress. Open dialogues are the opposite: players are free to
join or leave at any time.

2. Roles: In two-party argument from experience there are only two roles, the
proponent and the opponent, but in multiparty dialogues the situation is
more complicated. There may be several proponents and several opponents of
a thesis. Alternatively there may be several participants each with their own
distinct options. Also, some parties within the dialogue can take a neutral
point of view, or stand as mediator between the opposing parties. Also,
linguistically speaking, in two player dialogues one (and only one) player



can speak per turn (the speaker) while the other listens (the listener or
hearer). In multiparty dialogues there can be more than one hearer per
turn. Moreover, one can argue that there can be more than one speaker per
turn, since in real life people may start talking at the same time, interrupt
each other or compete with each other for attention (the loudest wins).

3. Addressing: Multiparty argument from experience should implement a clear
addressing policy which can take one of two forms: either public broadcast-
ing where all the players listen to what the speaker is saying; or targeted
broadcasting of the speech act to some players (but not all of them).

4. Turn taking: The turn taking policies of two-party dialogues is straightfor-
ward: the listener becomes the speaker when the current speaker finishes.
This is not the case in multiparty dialogues, and hence such a simple policy
cannot be applied to multiparty argument. In persuasion dialogues the de-
cision whether all players are given permission to talk when they want, or
they have to wait for their designated turns, can greatly influence the final
outcome of the dialogue.

5. Termination: In [19] the argument from experience dialogue terminated once
one party could not argue any further (has nothing more to say). This sim-
ple rule is not sufficient for multiparty dialogues where the dialogue may
be terminated either when all the other players are convinced or once the
majority of them are. Another issue regarding termination is that sometimes
players may fail to convince each other and could end up playing for ever,
if there were no mechanism to end such dialogues. Finally in some scenarios
the game may end without one single player dominating the others: in these
cases there should also be a mechanism to determine the winner of the game
or simply to allow ties to take place.

The above are issues that must be addressed in any system for multiparty
dialogue. There are no right or wrong answers: the questions must be resolve
appropriately for the particular context. We will next describe how these issues
are resolved in the PISA system.

3 PISA

This section introduces a proposed model for multiparty argument from experi-
ence, PISA (Pooling Information from Several Agents), a protocol designed to
enable these multiagent dialogues. The scenarios envisaged by the PISA model
are those where there are several options for a particular point of view (a clas-
sification), and each one of these options is advocated by one or more software
agents. Additionally in PISA there is one software agent, the chairperson, which
does not advocate any position, but rather manages the dialogue and facilitates
communication between the advocates.

This style of dialogue thus determines the roles of the players: a chairperson,
and, for every option, at least one player acting as its advocate. If more than one
player shares the same position, then these players join forces and form a group



(see sub-section 3.6). Each participant or group is in principle the defender of
its own thesis, and an opponent of the rest of the players or groups; although
PISA does allow players to temporarily defend another player’s thesis where
appropriate for strategic reasons.

PISA dialogues are open dialogues, in the sense that participants (other than
the chair) may enter or leave when they wish. For turn taking, a structure with
rounds is adopted, rather than a linear structure where agents are selected as the
next speaker in turn. In each round, any agent who can make a move can do so:
the chair then updates a central argument structure, and another round occurs.
The central argument structure acts as a coordination artifact as proposed by
Oliva et al [13]. In any round there are a number of speakers (players that par-
ticipate in that round) and a number of addressees (the players whose positions
are under attack). The remaining players (i.e. those who did not participate and
were not attacked in the given round) need to be aware of the developments in
the dialogue and are therefore assumed to be passive listeners.

There is no limitation on the number of groups (players) that can participate
in any round; but, in order to simplify the game, each group (player) is limited
to one move per round. This turn taking policy gives the participants a rich
context to explore strategy issues in the best way possible. It also simplifies
the game, allowing players to skip rounds, i.e. remain silent, if they think that
making a move at this stage does not provide them with an advantage. Finally,
this structure allows agents to play their attacks and counter attacks as soon as
they wish and they do not have to wait for their turn to contribute.

The above is not perhaps the most usual structure for human meetings, but it
can be found, for example, in some board games. We suggest that the structure
is particularly appropriate for the PISA context in order to achieve fairness,
particularly since every advocate is playing for themselves, and has to regard
every other advocate as an opponent (even though they may temporarily focus
their efforts on a particular opponent, or effectively form temporary coalitions
against a particular opponent). For addressing, every move after the first move
attacks a move of some other agent and so, as noted above, that agent can be
regarded as the “addressee” of that move, and the others as “listeners”. The
game will terminate when no agent makes a contribution for two rounds or
after some limiting number of rounds have been played. Two silent rounds are
necessary to ensure that the agents have really finished and not silent for tactical
reasons. The termination of the game is thus guaranteed (see sub-section 3.2 for
further discussion). The model is essentially that of a facilitated discussion, with
the chairperson acting as facilitator. In the following subsections the realization
of this model is described in more detail.

3.1 Control Structure

The suggested control structure for PISA consists of a dialogue facilitator, the
chairperson, who is responsible for monitoring and guiding an indefinite number
of groups of players, where each group comprises all of the players who have
joined the game and who share the same objective. The chairperson is also



responsible for the central argument structure used to coordinate the dialogue:
namely the argumentation tree (see sub-section 3.3 for further detail).

When a new game commences the chairperson randomly orders the groups
participating in the game, the first player proposes a new rule and the chair-
person adds it to the argumentation tree. This is called the first argumentation
round. In each of the subsequent rounds all the players who can and wish to
attack any of the arguments played in the previous rounds are allowed to of-
fer their arguments and the chairperson adds them to the argumentation tree.
The suggested facilitated discussion protocol using the argumentation tree as a
mediating artifact enjoys the following advantages:

– It increases the flexibility of the overall PISA system. By assigning the ma-
jority of protocol surveillance to the chairperson the system gains great flex-
ibility. For example the system could be switched from closed to open (and
vice versa) by applying a few limited changes to the chairperson behaviour,
while the rest of the players remain unaffected.

– It is a very simple structure: there is no complicated turn taking procedure
involving a choice of the next player, allowing the internal implementation
of the player agents to be kept as simple as possible.

– It provides a fair dialogue environment: the organizational configuration of
the dialogue is neutralized by restricting the control tasks to the chairperson
who is not allowed to take sides in the dialogue. This means that no one
player is privileged to speak while the others must remain silent.

3.2 Game Termination

The chairperson terminates a PISA game when two rounds have passed and the
argument state has not changed. The reason behind waiting two rounds is that
sometimes some players may choose to skip some rounds for strategic reasons.
Therefore, if a round is passed without any move being played, the chairperson
has to warn all the players that if they have anything to say the next round is
their last chance to do so if they wish to prevent the game from ending.

Termination, as described above, is called legal termination; however there
are also cases in which the game should be exceptionally terminated (i.e. excep-

tional termination). In this case the chairperson has the authority to terminate
the game if only one player remains active after all the other players have with-
drawn (in which case the surviving player wins the game). Also, if the game has
taken more than N rounds, the chairperson will end the game; the assumption
is that if the parties can not agree in N rounds, where N is sufficiently large,
then they will never agree. In this case no one wins the game. Some further
discussion relating to termination, regarding how the winner is determined, is
given in sub-section 3.6.

3.3 Argumentation Tree

The notion of an Argumentation Tree is used to describe the central data struc-
ture representing the game’s arguments, and the attack relations between those



arguments. This tree acts as a mediating artifact for the dialogue as described in
[13]. The tree structure used in PISA differs from other argumentation structures
used in the literature as it consists of arguments played by several players. It uses
four colours to mark the status of the arguments played so far, and two types
of links: explicit links (edges) representing direct attacks, and implicit links rep-
resenting indirect attacks. The issue of addressing is solved via the direct links:
speech acts are addressed to the participants who played the argument attacked
by those acts, except for the first move in the game which is addressed to all the
other players. This type of addressing is a public broadcast as all the participants
can “listen” to what “speakers” are saying by consulting the tree.

The PISA Argumentation Tree data structure consists of Nodes, Links and
the Green Confidence value. Nodes represent the speech acts made in the game.
Each node has a colour (green, blue, red or purple) representing the status of
this node (and hence the argument represented by it) in the current round of the
game. Nodes are either green or blue when introduced, depending on whether
they propose a new rule or only attempt to undermine an existing one. Red
nodes are those directly under attack and purple nodes are those indirectly
under attack. Nodes change their colour as defined in Table 2. Links represent
the explicit attack relationships between nodes. Finally the Green Confidence
value is a global value associated with the tree and is the confidence value of the
undefeated green node with highest confidence.

Table 2. The Argumentation Tree Colours

Colour Meaning Changes To
New Rule

Green A (1, 4, 5 or 6) move
node, undefeated in
the given round.

(To red) If attacked by at least one unde-
feated node.
(To purple) if indirectly attacked by an
undefeated green node with higher confi-
dence.

Red The node is defeated
in the given round.

(To green) if all attacks against the node
are successfully defeated and the original
node colour was green.
(To blue) if all attacks against the node are
successfully defeated and the original node
colour was blue.

Blue A (2 or 3) move
node undefeated in
the given round

(To red) If attacked by at least one unde-
feated node.

Purple A (1, 4, 5 or 6)
move node indirectly
attacked by a higher
confidence green
node, played by
a different player
(group).

(To green) if all attacks against the node
are successfully defeated, and if the move
indirectly attacking this node was de-
feated.
(To red) if successfully attacked by at least
one undefeated node.



When a player plays some move (m), the move must satisfy a number of
conditions in order to be added as a node to the argumentation tree, otherwise
the move will be rejected. The conditions of acceptance are as follows:

– Move m is added to the tree only if it changes the colouring of the tree
(consequently a player cannot add an argument that enhances its position
in the game if such a move does not change the tree colouring).

– A player can put forward one move only per round (deciding which rule to
play is a strategy issue).

– Moves (1, 4, 5, 6) implicitly attack all the other (1, 4, 5, 6) moves played by
other players which have lower confidence.

– Moves (2, 6) affect only the nodes they directly attack.
– Moves (1, 4, 5, 6) explicitly attack the (2, 6) nodes they are associated with

(if any).
– Participants should not play moves that weaken their position (i.e. a player

should not put forward moves that change the colouring of the argumentation
tree such that another player would take the lead). This condition holds when
a player tries to attack blue nodes that were originally made to attack an
argument proposed by other players.

3.4 Winner Announcement/Tie Break

Once a game has terminated, the chairperson consults the argumentation tree to
determine the winner. The winner should satisfy one of the following conditions:

1. All the green nodes belong to the winner.
2. If there are no green nodes, and all the blue nodes were played by the same

player, that player wins.

There are two cases where a game will end with no clear winner. The first is
where there is more than one green node with the same confidence on the argu-
mentation tree at the end of the game belonging to different participants and no
green nodes with higher confidence. The second is where the game ends without
any green nodes on the argumentation tree but with blue nodes belonging to
more than one player.

The first case is considered a strong tie situation, as the players have actually
proposed classifications within the game. One possible solution may be to start
a new game between the tying parties only and see how this game ends. But
there is nothing to guarantee that this game will not also end up in a tie. In this
case the chairperson may be forced to announce a tie (after the second game or
after a suitable number of games between the tying parties).

The second case is considered a weak tie situation, as the tied players did not
actually have any proposed classifications at the end of the game, but has sim-
ply prevented anyone from establishing a satisfactory classification. In such cases
starting a game between the tied players may be of benefit, but with the require-
ment that the players should propose as many reasons for their classification as
they can.



3.5 Players’ Strategies

In PISA players’ strategies can be a key factor in determining the winner of the
dialogues, as the more sophisticated the strategy used the greater the agent’s
chances of winning against their opponents. PISA strategies are categorized ac-
cording to the understanding of the status of the argumentation tree involved.
The status of the argumentation tree is the state of the tree at the start of each
round. Players can either take this status into consideration or not. Those who
pay attention to this status can generally be considered “smarter” than those
who do not, as they are more responsive to the changes in the game. PISA strate-
gies fall into three main strategy types (types 1, 2 and 3) which are derived from
the basic fact that players have the freedom to choose when and how frequently
they are going to attack their opponents. Each is discussed below.

Type1: Attack whenever possible: Players attack whenever they can do
so with a legal move. Players may adopt this strategy to enhance their chances
of winning the game by being as aggressive as possible. This type of strategy is
divided into three sub types:

1. Attack whenever possible by proposing new rules.
2. Attack whenever possible by undermining the opponent.
3. Tree dependent attack whenever possible: players using this strategy try to

read the tree and anticipate the best possible attack. This strategy combines
the previous two giving the players the freedom to use either of them depend-
ing on the position of other players in the game. For example if proposing
a counter rule would not yield the best undefeated rule, the player will first
attempt to reduce the confidence of the current best rule.

Type2: Attack only when needed: Players attack their opponent only
when needed, typically when all their proposed rules so far have been success-
fully attacked by other players, or when their attempts to undermine all the
other players have failed (because the other players successfully defended their
positions). In other words the strategy is for the player to wait as long as its
current proposal is secure (not under attacked). Also by waiting and monitor-
ing other players’ moves; players get a better chance to predict their opponents’
moves and plan their actions accordingly. This type of strategy is also divided
into three sub types:

1. Attack only when needed by proposing rules: players using this strategy
will only attack when they no longer have any green nodes on the tree, by
proposing a new rule (or any other equivalent move). If they have a green
node these players will “wait and see”.

2. Attack only when needed by undermining the opponent: These players do
not move if they have a green node, or all the blue nodes belong to them.

3. Tree dependent attack only when needed: Players following this strategy try
to use the tree to determine their best next move. This strategy combines the
previous two giving the players the freedom to use either of them depending
on the position of other players in the game.



Type3: Attack to prevent forecasted threat: Using this type of strategy
a player may be able to anticipate the upcoming attacks against its proposals and
therefore either change these proposals (i.e. the moves to be played) or attack
the other players before they have the chance to attack its positions.

Where attack takes the form of proposing new rules we say that the player
is in build mode, whereas if the attack uses undermining we say the player is in
destroy mode.

3.6 Groups

In PISA players advocating the same thesis are required to act as a single group

of players. Every group is allowed one and only one argument per round. This
restriction aims to simplify PISA dialogues. The PISA notion of groups prevents
participants sharing the same objective from arguing without consulting each
other and consequently causing contradictions amongst themselves or attacking
each other. This may, however, lead to a situation in which the weaker parties
(within the groups) are forced to withdraw from the game and the remaining
stronger members no longer have sufficient shared experience to win.

Each group has a leader, the player applying the best strategy, where strate-
gies are ranked according to their level of understanding of the argumentation
tree, and the dialogue process. The leader guides the inter-group dialogue, and
decides which one of the moves suggested by all the members is the best to be
played next in the game. In this the inter-group dialogue is a variation of targeted
broadcasting, in which only group members can listen to what they are saying,
while other players are completely unaware of these conversations. The leader
can also redirect other members’ moves against different opponents, or advise
them to follow its own strategy, an act that makes the group benefit from both
the smartness of the leader and the experience of other more straightforward
players.

4 Example

PISA has been fully implemented in Java, and uses the tool described in [5] to
mine its association rules (ARs). We have applied PISA to several datasets in-
cluding the welfare benefits application used to evaluate PISA [18] and a datsset
drawn from an application to process applications for a nursery school in Ljubl-
jana [12]. In this section we will illustrate experimentally the kinds of dialogues
produced by PISA, using the nursery dataset from the UCL data repository
[17].1.

The Nursery data set was derived from a hierarchical decision model orig-
inally developed to rank applications for nursery schools. It was used during
the 1980s when there was excessive enrollment to these schools in Ljubljana,

1 UCI machine learning repository: http://archive.ics.uci.edu/ml/datasets/Nursery



Slovenia, where there were often two applications for every place. The final de-
cision depended on eight factors forming three sub problems: the occupation of
parents and the child’s current nursery provision; the family structure and its
financial standing; and the social and health picture of the family. The model
was developed using the DECMAK expert system shell for decision making [4].

The original data set consisted of 12960 records (past cases) classified into
five levels of priority: (i) not recommended, (ii) recommended, (iii) highly rec-
ommended, (iv) priority and (v) special priority. The distribution of the classes
in terms of records was as follows: 4320, 2, 328, 4266 and 4044 (33.33%, 0.015%,
2.53%, 32.91% and 31.204%). Note that the highly recommended classification is
also rather rare: it is this kind of rarely encountered case which is often misclas-
sified. For the purpose of this experiment, and because of the small number of
examples in the class, the two records for the recommended class were removed
from the dataset so that four player games could be designed using this revised
data set. The dataset has also 8 attributes other than the class attribute, which
take the following values:2

– Parents occupation: usual, pretentious, of great pretension
– Childs nursery: proper, less proper, improper, critical, very critical
– Form of the family: complete, completed, incomplete, foster
– Number of children: 1,2,3, more than 3
– Housing conditions: convenient, less convenient, critical
– Financial standing of the family: convenient, inconvenient
– Social conditions: non-problematic, slightly problematic, problematic
– Health conditions: recommended, priority, not recommended

4.1 A PISA Debate

For our example we will use a run of PISA with four agents, each representing
one of the four classifications. We will refer to these agents as NR (not recom-
mended), HR (highly recommended), PR (priority) and SP (special priority).
We will use an example which should be classified as highly recommended, since
this is the rarest, and hence the classification most likely to be in dispute. Specif-
ically the case has attributes: the parents have a usual occupation, has less than
proper nursery, completed family, two children, convenient housing, inconvenient
finance, non problematic social conditions and recommended health conditions
recommended. For our run we set the confidence level to 50% and the support
level to 1%: both of these are deliberately low so as to get as detailed a dialogue
as possible. These values are also well established as the default thresholds in
the datamining community.

HR is invited to propose a rule and suggests the following association: usual

occupation, less than proper nursery, convenient housing and recommended health

→ highly recommended with a confidence of 52.38%. This rule is attacked by the
other three agents in round two:

2 The terminology for the attributes is that of [12]: the translation is sometimes quaint.



NR: proposes a counter rule: usual occupation, complete family, 2 children, con-
venient housing and inconvenient finance → with confidence 55.55%.

PR: also proposes a counter rule: recommended health → priority with confidence
55.72%.

SP: distinguishes the original rule since where the family is complete the confi-
dence of the proposed rule falls to only 20%.

Note that SP does not propose a rule of its own. Since the case falls into
the narrow band of highly recommended we might expect to find reasons for the
classifications on either side, but not the very different special priority. None the
less, SP can play a useful role in critiquing the arguments of the other players.

At this stage PR is ahead as it has the best unattacked rule. (The reader
might find it helpful to refer to the completed argument tree shown in Figure 1
as the debate develops.) In round three all four players move:

HR: proposes a counter rule to attack the current best rule. In fact it has an excel-
lent rule: usual parent, less than proper nursery, complete family, convenient
housing and recommended health → highly recommended with confidence
85.71%.

NR: distinguishes PR’s argument in the previous round by pointing out that usual
occupation and recommended health only gives priority with a confidence of
18.64%.

PR: proposes a counter rule against NR’s rule of round two: usual occupation and
less than proper nursery and recommended health → priority with confidence
61.16%.

SP: also distinguishes PR’s second round rule by pointing to the usual occupa-
tion, but from their database the modified rule has confidence of 19.94%.

Now HR is back in the lead. Note that in fact the proposed rule is the same as
the rule as modified by SP in round 2. This difference in confidence is explained
by the fact that SP may have very few highly recommended cases in its database.
In round four SP has no move. The other two agents can, however, make moves:

NR: distinguishes PR’s rule from round three, by pointing out that recommended
health reduces the confidence of the priority classification to only 20%.

PR: proposes a counter rule against HR’s rule of round three: less than proper
nursery, completed form, inconvenient finance and recommended health →

priority with confidence 86.95%.

Now PR is winning, but in round five this can be distinguished by NR, since
the addition of non-problematic social problems reduces the confidence to just
20%. In round six PR proposes another rule: usual occupation and less than

proper nursery and recommended health → priority with confidence 65.95%.
This, however, can be distinguished by HR since adding non-problematic social
behaviour again reduces the confidence to 20%. This reinstates the argument of
HR made in round 3. No more arguments are possible at this stage, and so the
final classification is highly recommended.
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Figure 1. Completed Argument Tree

4.2 Evaluation

To evaluate the effectiveness of PISA as a classifier, PISA was evaluated against
a variety of standard classifiers using a number of datasets varying in size and
structure. A series of cross-validation tests were performed. Here we first present
the results from the experiments with the nursery data used in the example
debate.

Five other classifiers were used, operating on the union of the data sets:



– TFPC: TFPC, Total From Partial Classification [6], is a Classification As-
sociation Rule Mining (CARM) algorithm founded on the TFP (Total From
Partial) Association Rule Mining (ARM) algorithm; which, in turn, is an
extension of the Apriori-T (Apriori Total) ARM algorithm [1]. TFPC is de-
signed to produce Classification Association Rules (CARs) whereas Apriori-
T and TFP are designed to generate Association Rules (ARs). In its simplest
form TFPC determines a classification according to given support and confi-
dence thresholds. The nature of the selected thresholds is therefore the most
significant influencing factors on classification accuracy. A more sophisti-
cated version of TFPC uses a hill climbing technique to find a best accuracy
given start support and confidence thresholds.

– CBA: CBA (Classification Based on Associations) is a Classification Asso-
ciation Rule Mining (CARM) algorithm developed by Bing Liu et al [10].
CBA operates using a two stage approach to generating a classifier:
1. Generating a complete set of CARs.
2. Prune the set of CARs to produce a classifier.

– CMAR: CMAR (Classification based on Multiple Association Rules) is an-
other CARM algorithm developed by Wenmin Li et al [9]. CMAR also op-
erates using a two stage approach to generating a classifier:
1. Generating the complete set of CARs according to a user supplied sup-

port threshold to determine frequent (large) item sets, and confidence
threshold to confirm CRs.

2. Prune this set to produce a classifier.
– Decision Trees: Classification using decision trees was one of the earliest

forms of data mining. Ross Quinlan’s C4.5 is arguably the most referenced
decision tree algorithm [15]. One of the most significant issues in decision tree
generation is deciding on which attribute to split. Various algorithms have
been proposed in the literature. Two are used here: Most frequently sup-
ported (or Random) Decision Trees (RDT) and Information Gain Decision
Trees (IGDT). The first selects the first attribute in a list of attributes order
according to its support frequency within the entire data set. Information
gain [11] is one of the standard measures used in decision tree construction.

To evaluate PISA using the Nursery dataset the data was distributed amongst
four groups, comprising of one player each (each advocating one of the four pos-
sible classifications discussed in the previous subsection). 10 fold cross validation
was then applied using 50% as the confidence level and 1% as the support thresh-
old. PISA games were played among the four participants to classify 400 cases,
100 cases representing each of the four possible classifications. To evaluate the
effect of groups, the nursery dataset was also sub-divided over four groups each
of four players. The same 10 fold tests were then applied. The results of both
tests are shown in Table 3.

As can be seen from these results, PISA performs consistently and well - out
performing the other association rule classifiers, and giving comparable results
to the decision tree methods, which are particularly well suited to the nurs-
ery dataset. Interestingly PISA performs better using groups than individual



Table 3. Cross Validation tests on Nursery Data

Test 4 players 4 groups TFPC CBA CMAR Rand Igain

1 96.75 98.5 63.25 72 69.75 100 96.5

2 94 99.75 63 70 70.25 100 99

3 96.5 99 63.25 73.75 70.25 100 99

4 94.75 99.75 63 72.75 69.5 100 99

5 95.5 99 63.25 70.75 69.75 100 99

6 96 98.75 63 71.75 69.75 100 99

7 97.25 99.75 63.25 72.75 69.25 100 99

8 93.75 99.5 63.25 72.75 70.25 100 99

9 96 98 63.25 73.75 69.75 100 99

10 94 99 63 72.75 70 100 99

Summary 95.45 99.1 63.15 72.3 69.85 100 98.75

players: it seems that the greater the number of separate databases the greater
the number of arguments found, enabling a more thorough exploration of the
problem.

One motivation for using PISA as a classifier is that we believe that allow-
ing agents with different points of view to debate their reasons will produce
classifications that are robust in the face of noisy datasets, where the previ-
ous examples include a significant number of misclassifications. We explore this
conjecture particularly in the context of the the welfare benefits data set [18],
since decisions on such benefits typically exhibit high error rates, often as high
as 30%. In [18] we found that PADUA was indeed able to perform well in the
face of extensive noise. Although we do not have space to discuss the welfare
benefits dataset in detail here, we will report the main results. Cross validation
tests were performed using a dataset of 3000 records, of which 600 (20%) were
incorrectly classified. PISA was tested, with four players and with four groups
each of four players, against the same five classifiers as the nursery data. The
results are shown in Table 4.

Table 4. Cross Validation tests on Nursery Data

Test 4 players 4 groups TFPC CBA CMAR Rand Igain

1 92.46 97.46 64.26 69.31 61.57 93.24 90.74

2 91.93 98.50 63.29 69.31 60.60 93.38 90.05

3 91.77 98.39 63.29 69.31 61.57 93.38 90.05

4 92.08 98.15 58.36 69.31 61.67 93.38 90.05

5 92.33 97.31 64.55 69.31 61.57 93.38 90.05

6 93.76 98.62 60.40 69.71 61.60 93.38 90.05

7 94.03 98.15 59.59 69.71 61.57 93.38 90.05

8 91.17 98.35 59.71 69.83 61.57 93.38 90.05

9 93.65 90.46 59.71 69.31 61.60 93.38 90.05

10 93.27 96.63 64.55 68.93 61.62 92.95 90.02

Summary 92.64 97.20 61.77 69.40 61.49 93.32 90.11



Notice from these results that the decision tree techniques, which were able
to perform almost perfectly on clean data, exhibit a falling off of performance
when this significant degree of noise is introduced. PISA also has some deterio-
ration, but, especially when groups are used, this is relatively slight. Indeed, in
these experiments, the PISA classifier with groups achieved the highest level of
performance. We find these results very encouraging and will explore this point
further in future experiments.

5 Concluding Remarks

In this paper the PISA argumentation from experience framework has been
described. We have described the mechanisms and strategies used to facilitate
multi-party argumentation, as well as the design and implementation of PISA.
We have illustrated the operation of the system through an example, and re-
ported some evaluation results comparing PISA with conventional classifiers.
We suggest that the PISA framework offers several advantages:

– It allows argumentation between any number of players rather than the more
usual two. This requires consideration and resolution of a range of issues
associated with dialogues with more than two participants

– It operates without the need for a Knowledge Base but instead allows players
to generate arguments using data mining techniques.

– The resulting decision making appears to be robust in the face of misclassi-
fications in some of the data sets.

– The process leads to a reasoned consensus; which is not obtained through, for
example, voting, increasing the acceptability of the outcome to all parties.
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