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Abstract

In this paper we describe EMADS, an Extendible Multi-Agerit®mining System. The
EMADS vision is that of a community of data mining agents,tcbated by many individu-
als, interacting under decentralised control to addretssrdianing requests. EMADS is seen
both as an end user application and a research tool. This gatsls the EMADS vision,
the associated conceptual framework and the current ingsi&ation. Although EMADS
may be applied to many data mining tasks; the study deschibe] for the sake of brevity,
concentrates on agent based data classification. A fulligéen of EMADS is presented.
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1 Introduction

Multi-Agent Systems (MAS) offer a number of general advgetawith respect to
Computer Supported Cooperative Working, distributed astamipon and resource
sharing. Well documented advantages (1) include:

(1) Decentralised control.
(2) Robustness.

(3) Simple extendability.
(4) Sharing of expertise.
(5) Sharing of resources.

Decentralised control is, arguably, the most significaatuee of MAS that serves
to distinguish such systems from distributed or parallgdrapches to computa-
tion. Decentralised control implies that individual agenwithin a MAS, operate
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in an autonomous manner and are (in some sense) self degrmiRobustness,
in turn is a feature of the decentralised control, where thexall system contin-
ues to operate even though a number of individual agents‘iceaghed”. Decen-
tralised control also supports extendability in that add&l functionality can be
added simply by including further agents. The advantagsebaifing expertise and
resources are self evident. The advantages offered by MApaticularly appli-
cable to Knowledge Discovery in Data (KDD) where a considkr&ollection of
tools and techniques are current. MAS also has some partiadi/antages to offer
with respect to KDD, and particularly data mining, in the @t of sharing re-
sources and expertise. KDD is concerned with the extractidridden knowledge
from data. Very often data relevant to one search is notéatat a single site, it
maybe widely-distributed and in many different forms. Téhex a clear advantage
to be gained from an organisation that can locate, evaluadecansolidate data
from these diverse sources. KDD has evolved to become a stalbkshed tech-
nology that has many commercial applications. It encongsasab-fields such as
classification, clustering, and rule mining. Research wottkese fields continues
to develop ideas, generate new algorithms and modify/exgisting algorithms.
A diverse body of work therefore exists. KDD research graaqpd commercial en-
terprises, are prepared (at least to some extent) to sharegpertise. In addition,
many KDD research groups have made software freely avaifabldownload .
This all serves to promote and enhance the current “stateecdrt” in KDD. How-
ever, although the free availability of data mining softevés of a considerable
benefit to the KDD community, it still require users to havengoprogramming
knowledge — this means that for many potential end users skeoti such free
software is not a viable option. One of the additional adages offered by a MAS
approach is that it would support greater end user accesgdaaning techniques.

A second advantages offered by MAS, in the context of datanmgjns that of
privacy and (to an extent) security. By its nature data ngnsoften applied to
sensitive data. MAS allows data to be mined remotely. Siiyijlavith respect to
data mining algorithms, MAS can make use of algorithms withwecessitating
their transfer to users, thus contributing to the preseaif intellectual property
rights.

In this paper the authors propose the Extendible Multi-Ad®@ata mining System
(EMADS). The EMADS vision is that of an anarchic collectiohpersistent, au-
tonomous (but cooperating) KDD agents operating acrosinteenet. Individual
agents have different functionality; the system currectimprises data agents, user
agents, task agents, mining agents and a number of “howegerkg agents. Users
of EMADS may be data providers, data mining algorithm cdmntitors or miners
of data. The provision of data and mining software is feaiétl by a system of
wrappers Users wishing to obtain (say) classifiers or collectionpatterns, need

1 See for example the Weka Tool Kittp: //wwweswaikataac.nz/ml/wekg, and the
LUCS-KDD Software Libranyhttp: //wwwcscliv.ac.uk/ frans/KDD/So ftwar¢



have no knowledge of how any particular piece of data minofgrmare works or
the location of the data to be used. The operation of EMADS8ustrated in this
paper through the application of a collection of classifietadmining agents to a
number of standard “benchmark” data sets held by data agents

The paper is organised as follows. A brief review of someteelavork on Multi-
Agent Data Mining (MADM) is presented in Section 2. The cqotcal framework
for EMADS is presented in Section 3. The current impleméoabf EMADS,
together with an overview of the wrapper principle is giverti The operation of
EMADS is illustrated in Section 5 with a classification scemaSome conclusions
are presented in Section 6.

2 Previous Work

There are a number of reports in the literature of the apjpdicaf Agent techniques
to data mining. Some example systems are briefly presented@ee of the earli-
est references to MADM is Kargupta et al. (2) who describeralfgd data mining
system (PADMA) that uses software agents for local datassoeg and analysis,
and a Web based interface for interactive data visualisa#ADMA has been used
in medical applications. Gorodetsky et al. (3) correctlpsider that the core prob-
lem in MADM is not the data mining algorithms themselves (iany case these are
well understood), but the most appropriate mechanismddw algents to collabo-
rate. Gorodetsky et al. present a MADM system to achieveibliged data mining
and, specifically, classification. They describe a distadudata mining architec-
ture and a set of protocols for a multi-agent software toehdPet al. (4) present
an interesting comparison between single-agent and mgéiit text classification
in terms of a number of criteria including response time liguaf classification,
and economic/privacy considerations. Their results @@icnot unexpectedly, in
favour of a multi-agent approach.

Agent technology has also been employetheta-data miningthe combination of
results of individual mining agents. One example is metasifecation, also some-
times referred to as meta-learning, this is a techniquedaegating alobal clas-
sifier from N distributed data sources by first computiNgoaseclassifiers which
are then collated to build a singheetaclassifier (see for example (14)). The meta-
learning strategy offers a way to mine classifiers from hoemegusly distributed
data.

Perhaps the most mature agent-based meta-learning syatenddM (5), BODHI
(6), and Papyrus (7). In contrast to JAM and BODHI, Papyrusrwat only move
models from site to site, but can also move data when thategiras desired.
Papyrus is a specialised system which is designed for cingtevhile JAM and
BODHI are designed for data classification. Basically, ¢hegstems try to com-



bine local knowledge to optimise a global objective. Theanayiticism of such
systems is that it is not always possible to obtain an exaaitf@sult, i.e. the global
knowledge model obtained may be different from the one thghtrhave been
obtained by applying the one model approach to the same data.

It should be noted that the domains of distributed and nagént data mining tend
to overlap, with much discussion amongst authors as to wMARM system is.
In this paper the authors concur with Wooldridge’s (1) dé&fni of what an agent
is as itemised in Section 1.

3 The EMADS Conceptual Framework

Conceptually EMADS is a hybrid peer to peer agent based systamprising a
collection of collaborating agents that exist in a setoitainers Agents may be
created and contributed to EMADS by any EMADS user/contdbuDne of these
containers, thenain containeyrholds a number of house keeping agents that have
no direct connection with MADM, but provide various fadgis to maintain the
operation of EMADS. In particular the main container holas/Aggent Manage-
ment System (AMS) agent and a Directory Facilitator (DF)rg€he terminology
used is taken from the JADE (Java Agent Development) (9) ékaonk in which
EMADS is implemented (JADE implementation details are assed further in
Section 4). Briefly the AMS agent is used to control the lifeleg of other agents
in the platform, and the DF agent provides an ageokup serviceBoth the main
container and the remaining containers can hold various MAIgents. Note that
the EMADS main container is located on the EMADS host orgatios site (cur-
rently The University of Liverpool in the UK), while the otheontainers may be
held at any other sites world wide.

Other than the house keeping agents held in the main conaBMADS currently
supports four categories of MADM agents:

(1) User Agents User agents are the interface agents that connect useWAADE.
User agents allow users to pose requests and receive respansuch re-
guests. Individual users create and launch their own EMAB& agents,
which reside in the users’ EMADS containers and are hostdtleatisers’
site 2. User agents interact with task agents (see below) in oodprdcess
data mining requests.

(2) Task Agents Task agents are specific temporary agents that are automati
cally created by user agents to address specific data mirouests. Task
agents are located at the user’s site and persist till th@re to the asso-

2 The EMADS user software is available from the EMADS mediasie at http :
//www jadecscliv.ac.uk/, although currently EMADS is only available to local users



ciated requests is complete. A user can cause any numbeslkofggents to
be created. The nature of individual task agents dependseonature of the
requests, for example a classification task agent will bedaed to respond
to a classification request while (say) a meta Associatiole Rlining task
agent will be launched to respond to a meta-ARM requestvididal task
agents posses meta-knowledge about data mining procedsies, in turn
define the methodology/approach best suited to respond &steyar data
mining request; this includes input format requirementssfzecific data min-
ing agents (see below). This meta-knowledge is used irateititnd execute
a required data mining process. Task agents are also rekleofes commu-
nication to/from data mining agents, and (if appropriated activation and
synchronisation of data mining agents. To execute a datangprocess a
task agent typically seeks the services of a group of datangniand data
agents (see below) to obtain the desired result and rettorthe user agent.

(3) Mining Agents: Mining agents are an implementation of a specific data min-
ing technique or algorithm. Mining agents contain the mdghior initiating
and carrying out a data mining activity and communicatingules back to
the appropriate task agent. Note that to release the fudinpiad of EMADS
mining agents, in either the same or different containgmscally collaborate
to resolve some data mining task; although they are not ethltg so. Data
mining agents are contributed by any EMA[Sveloperand reside in their
owner's EMADS container hosted at the owner’s site.

(4) Data Agents An agent, located at a local site, that holds meta-datatabou
specified data sources held at the same site. The data mayibglea data
set, part of a data set or a number of data sets. Data agemnsoarided by
EMADS data contributors One of the advantages offered by data agents is
that of privacy preservation.

A high level view of the EMADS conceptualisation showing tlaious categories
of agents and their interaction is given in Figure 1. The Bgsinows a mediator
host (main container) and three local hosts (local conta)n@he mediator host
holds a AMS and a DF agent. One of the local hosts has a user @s# agent,
while the other two hosts hold data and mining agents.

It should be noted that EMADS containers may contained bathng and data
agents simultaneously as well as user agents. It shouldalsoted that data min-
ing and data agents apersistenti.e. they continue to exist indefinitely and are
not created for a specific data mining exercise. Commumwicdietween agents is
facilitated by the EMADS network.
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Fig. 1. High level view of EMADS conceptual framework.

3.1 EMADS End User Categories

EMADS has several different modes of operation accordinthéonature of the
participant Each mode of operation (participant) has a corresponditegory of
user agent. Broadly, the supported categories are as fallow

e EMADS Users These are participants, with restricted access to EMAO® w
may pose data mining requests.

e EMADS Data Contributors: These are participants, again with restricted ac-
cess, who are prepared to make data available to be used byDEM#NIng
agents.

e EMADS Developers Developers are EMADS participants, who have full access
and may contribute data mining algorithms.

Note that in each case, before interaction with EMADS canrocenrce, appropriate
software needs to be downloaded and launched by the participote also that
any individual participant may be a user as well as a contitand/or developer.

Conceptually the nature of EMADS data mining requests, ity be posted by
EMADS users, is extensive. In the current implementatibe,following types of
generic request are supported:

e Find the "best” classifier (to be used by the requester at datee date in off
line mode) for a data set provided by the user.
e Find the "best” classifier for the indicated data set (i.@vjded by some other



EMADS patrticipant).

e Find a set of Association Rules (ARs) contained within theadzt(s) provided
by the user.

e Find a set of Association Rules (ARs) contained within titkaated type of data
set(s) (i.e. provided by other EMADS participants).

A “best” classifier is defined as a classifier that will prodtleehighest accuracy on
a given test set (identified by the mining agent) accordintealetail of the request.
To obtain the “best” classifier EMADS will attempt to acces& &ommunicate
with as many classifier generator data mining agents aslpessid select the best
result. The classification style of user request will be assed further in Section 5
to illustrate the operation of EMADS in more detail.

The Association Rule Mining (ARM) style of request is notalissed further in
this paper. However,the idea here was that an agent frarkewooild be used to
implement a form of Meta-ARM where the results of the patallgplication of
ARM to a collection of data sets, with not necessarily the sachema but con-
forming to a global schema, are combined. Details of thieg@se can be found in
Albashiri et al. (8).

4 The EMADS Implementation

EMADS is implemented using the JADE framework. JADE is FIFfndation
for Intelligent Physical Agents) (10) compliant middlewahat enables develop-
ment of peer to peer applications based on the agent paradidE defines an
agent platform that comprises a set of containers, which Ioeagistributed across
a network as in the case of EMADS. A JADE platform includes anncantainer
in which is held a number of mandatory agent services. Thedade the AMS
and DF agents whose functionality has already been deddnlfgection 3. Recall
that the AMS agent is used to control the lifecycles of otlyards in the platform,
while the DF agent provides a lookup service by means of wagdnts can find
other agents. When a data mining or data agent is created,antry into the sys-
tem, it announces itself to the DF agent after which it candoegnised and found
by other agents.

Within JADE agents are identified by name and communicategubie FIPA Agent
Communication Language (ACL). More specifically, agentsicaunicate by for-
mulating and sending individual messages to each other amdhave “conversa-
tions” using interaction protocols that range from quergu&st protocols to ne-
gotiation protocols. ACL message communication betweemigwvithin the same
container uses event dispatching. Message communicagitovebn agents in the
same JADE platform, but in different containers, is founaedRMI. Message
communication between agents in different platforms use$lOP (Internet Inter-
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Fig. 2. EMADS Architecture as Implemented in Jade

ORB Protocol). The latter is facilitated by a special Ageat@nunication Channel
(ACC) agent also located in the JADE platform main contaner

Figure 2 gives an overview of the implementation of EMADSngsJADE. The
figure is divided into three parts: at the top are lidedser sites. In the middle is the
JADE platform holding the main container aNdother containers. At the bottom
a sample collection of agents is included. The solid arravdécates a “belongs
to” (or “is held by”) relationship while the dotted arrowdlicate a “communicates
with” relationship. So the data agent at the bottom left bgfotocontainerl which

in turn belongs tdJser Sitel; and communicates with theMS agen@and (in this
example) a singlenining agent

The principal advantage of this JADE architecture is thatoés not overload a
single host machine, but distributes the processing loashgmmultiple machines.
The results obtained can be correlated with one anotheder ¢o achieve compu-
tationally efficient analysis at a distributed global level

4.1 EMADS Wrappers

One of the principal objectives of EMADS is to provide an 8asxtendible frame-
work that could easily accept new data sources and new datagriechniques. In
general, extendibility can be defined as the ease with wlottiwvare can be mod-
ified to adapt to new requirements or changes in existingireaents. Adding
a new data source or data mining techniques should be as sasydang new
agents to the system. The desired extendability is achibyea system of wrap-
pers. EMADS wrappers are used to “wrap” up data mining atsfso that they



become EMADS agents and can communicate with other EMADStagas such
EMADS wrappers can be viewed as agents in their own rightahmatsubsumed
once that have been integrated with data or tools to becom@endiaing agents.
The wrappers essentially provide an application interfadeMADS that has to be
implemented by the end user, although this has been desigreda fairly trivial
operation. Two broad categories of wrapper have been deffiethta wrappers
and (ii) tool wrappers. Each is described in further detathie following two sec-
tions.

4.1.1 Data Wrappers

Data wrappers are used to “wrap” a data source and conséycesdte a data

agent. Broadly a data wrapper holds the location (file pdth)data source, so that
it can be accessed by other agents; and meta informatior #i®data. To assist
end users in the application of data wrappers a data wrapgkeis@vailable. Once

created, the data agent announces itself to the DF agenhasqence of which it

becomes available to all EMADS users.

4.1.2 Tool Wrappers

Tool wrappers are used to “wrap” up data mining softwareesystand thus create
a mining agent. Generally the software systems will be datang tools of var-
ious kinds (classifiers, clusters, association rule mjreis) although they could
also be (say) data normalisation/discretisation or visatbn tools. It is intended
that EMADS will incorporate a substantial number of differéool wrappers each
defined by the nature of the desired 1/0O which in turn will bformed by the na-
ture of the generic data mining tasks that it us desirabl&EMADS to be able to
perform. Currently the research team have implementeddwalontrappers:

(1) The binary valued data, single label, classifier geoerat
(2) The meta AR generator.

Many more categories of tool wrapper can be envisaged. Mitdal wrappers are
more complex than data wrappers because of the differeds kihinformation that
needs to be exchanged. For example in the case of a “binamgdjasingle label,
classifier generator” wrapper the input is a binary valueth d&t together with
meta information about the number of classes and a numhsrtslallow for the
(optional) inclusion of threshold values. The output isntlzeclassifier expressed
as a set of Classification Rules (CRs). As with data agent® oreated, the data
mining agent announce themselves to the DF agent after vilveghwill becomes
available for use to EMADS users.



5 EMADS Operation: Classifier Generation

In this section the operation of EMADS is illustrated in thentext of a classi-

fier generation task; however much of the discussion is §gapplicable to other

generic data mining tasks such as clustering and ARM. Thesasieis that of an

end user who wishes to obtain a "best” classifier founded amengpre-labelled,

data set; which can then be applied to further unlabelled. ddte assumption is
that the given data set is binary valued and that the useiresga single-label, as
opposed to a multi-labelled, classifier. The request is madey the individual’s

user agent which in turn will spawn an appropriate task agent

For this scenario the task agent identifies mining agentshibld single labelled
classifier generators that take binary valued data as ifgadh of these mining
agents is then accessed and a classifier, together with amaagcestimate, re-
guested. The task agent then selects the classifier witre8t@bcuracy and returns
this to the user agent.

The data mining agent wrapper in this case provides thefatethat allows input
for: (i) the data; and (ii) the number of class attributesqlue that the mining agent
cannot currently deduce for itself) while the user agergriiate allows input for
threshold values (such as support and confidence valuespUtput is a classifier
together with an accuracy measure. To obtain the accuraagumes the classifier
generator (data mining agent) builds the classifier usieditist half of the input
data as the “training” set and the second half of the dataea4eit” set. An alter-
native approach might have been to use Ten Cross Validaliow) to identify the
best accuracy.

From the literature there are many reported techniquekadlaior generating clas-
sifiers. For the scenario the authors used implementatibergbt different algo-
rithms 3:

(1) FOIL (First Order Inductive Learner) (11) the well edtslbed inductive learn-
ing algorithm for generating Classification Associationd®s(CARS).

(2) TFPC (Total From Partial Classification) CAR generaifidt)(founded on the
P- and T-tree set enumeration tree data structures.

(3) PRM (Predictive Rule Mining) (15) an extension of FOIL.

(4) CPAR (Classification based on Predictive AssociatioteRu(15) a further
development from FOIL and PRM.

(5) IGDT (Information Gain Decision Tree) classifier, an iempentation of the
well established decision tree based classifier using méstnation gain as
the “splitting criteria”.

(6) RDT (Random Decision Tree) classifier, a decision treetalassifier that

3 Taken from y the LUCS-KDD repository at http
//wwwcscliv.ac.uk/ frans/KDD/So ftware/
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uses most frequent current attribute as the “splittingedat (so not really
random).

(7) CMAR (Classification based on Multiple Association R)les a Classifica-
tion Association Rule Mining (CARM) algorithm (16) .

(8) CBA (Classification Based on Associations) is a CARM ailpon (17).

These were placed within an appropriately defined tool weapp produce eight
(single label binary data classifier generator) data miagents. This was a trivial
operation indicating the versatility of the wrapper cortcep

Thus each mining agent’s basic function is to generate aitilzaion model using
its own classifier and provide this to the task agent. The ég&nt then evaluates
all the classifier models and chooses the most accurate nwde returned to
the user agent. The negotiation process amongst the agemgresented by the
sequence diagram given in Figure 3 (the figure assumes thap@opriate data
agent has ready been created). In the figure inclddekassification agents. The
sequence of events commences with a user agent which spaietassification)
task agent, which in turn announces itself to the DF agerg. DR agent returns
a list of classifier data mining agents that can potentiadlyubed to generate the
desired classifier. The task agent then contacts these datagragents who each
generate a classifier and return statistical informatiggar@ing the accuracy of
their classifier. The task agent selects the data miningtdgahhas produced the
best accuracy and requests the associated classifiels thisn passed back to the
user agent.

Note that the users make the data that they desire to be nulassified) available

by launching their own data agents (which in turn publishrthame and descrip-
tion using the DF agent as described above). The data setdardbe illustration

11



Table 1
Classification Results

Data Set Classifier| Accuracy| Generation Time (sec
connect4.D129.N67557.C3 | RDT 79.76 502.65
adult.D97.N48842.C2 IGDT 86.05 86.17
letRecog.D106.N20000.C26 | RDT 91.79 31.52
anneal.D73.N898.C6 FOIL 98.44 5.82
breast.D20.N699.C2 IGDT 93.98 1.28
congres.D34.N435.C2 RDT 100 3.69
cylBands.D124.N540.C2 RDT 97.78 41.9
dematology.D49.N366.C6 RDT 96.17 11.28
heart.D52.N303.C5 RDT 96.02 3.04
auto.D137.N205.C7 IGDT 76.47 12.17
penDigits.D89.N10992.C10 | RDT 99.18 13.77
soybean-large.D118.N683.C19RDT 98.83 13.22
waveform.D101.N5000.C3 RDT 96.81 11.97

were taken from the UCI machine learning data repository. (I8 simplify the
scenario these data sets were preprocessed so that theyisezetized/normalized
into a binary form* . It should be noted here that the research team is currently i
plementing a normalisation/discretisation agent.

The results from a sequence of user requests, using difi@éatmsets, are presented
in Table 1. Each row in the table represents a particularastopnd gives the name

of the data set, the selected best algorithm, the best aycana the total EMADS
execution time from creation of the initial task agent to timal classifier being
returned to the user agent. The naming convention used iffdhke is that:D
equals the number of attributes (after discretisatiomvadisation),N the number

of records andC the number of classes (although EMADS has no requirement for
the adoption of this convention).

The results demonstrate firstly that EMADS works (at leagh& context of the
current scenario). Secondly that operation of EMADS is mgnificantly hindered

by agent communication overheads, although this has sdew.€Fhe results also
reinforce the often observed phenomena that there is ntediegt classifier gen-
erator suited to all kinds of data set.

4 The discretized data sets are available at http
//wwwecscliv.ac.uk/ frans/KDD/So ftwar¢ LUCS - KDD -
DN/DataSetgdataSet$tml
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6 Conclusions and Future Work

This paper describes EMADS, a multi-agent framework foadhaining. The prin-

cipal advantages offered are that of experience and resalnaring, flexibility

and extendibility, and (to an extent) protection of privasyd intellectual prop-
erty rights. The paper presents the EMADS vision, the aaseticonceptualisa-
tion and the JADE implementation. Of note are the way thatppess are used
incorporate existing software into EMADS. Experience aades that, given an ap-
propriate wrapper, existing data mining software can bg easily packaged to
become an EMADS data mining agent. The EMADS operationustitated using

a classification scenario.

A good foundation has been established for both data mimisgarch and genuine
application based data mining. The current functionalftiEMADS is limited to
classification and Meta-ARM. The research team is at pregerking towards in-
creasing the diversity of mining tasks that EMADS can adslrédfere are many
directions in which the work can (and is being) taken forw#&de interesting di-
rection is to build on the wealth of distributed data miniegearch that is currently
available and progress this in an MAS context. The reseaanin &re also enhanc-
ing the system’s robustness so as to make it publicly availdbis hoped that
once the system is live other interested data mining prawcéts will be prepared
to contribute algorithms and data.
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