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Abstract. Curated Document Databases (CDD) play an important role
in helping researchers find relevant articles in scientific literature. Con-
siderable recent attention has been given to the use of various document
ranking algorithms to support the maintenance of CDDs. The typical
approach is to represent the update document collection using a form of
word embedding and to input this into a ranking model; the resulting
document rankings can then be used to decide which documents should
be added to the CDD and which should be rejected. The hypothesis con-
sidered in this paper is that a better ranking model can be produced
if a hybrid embedding is used. To this end the Knowledge Graph And
BERT Ranking (GRAB-Rank) approach is presented. The Online Re-
source for Recruitment research in Clinical trials (ORRCA) CDD was
used as a focus for the work and as a means of evaluating the proposed
technique. The GRAB-Rank approach is fully described and evaluated
in the context of learning to rank for the purpose of maintaining CDDs.
The evaluation indicates that the hypothesis is correct, hybrid embedding
outperforms individual embeddings used in isolation. The evaluation also
indicates that GRAB-Rank outperforms a traditional approach based on
BM25 and and a ngram-based SVR document ranking approach.

Keywords: BERT · knowledge graph concepts · Document ranking.

1 Introduction

The number of published papers in scientific research is increasing rapidly in
any given domain. Consequently, researchers find it difficult to keep up with the
exponential growth of the scientific literature. In order to address this challenge
many organisations manage Curated Document Databases (CDDs). CDDs are
specialised document collections that bring together published work, in a defined
domain, into a single scientific literature repository. One example of such a CDD,
and that used for illustrative purposes in this paper, is the Online Resource for
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Recruitment research in Clinical trials (ORRCA1) CDD [7]. The ORRCA CDD
brings together abstracts of papers concerned with the highly specialised domain
of recruitment strategies for clinical trials.

The provision of CDDs provide a useful facility for researchers. However, for
CDDs to remain useful, they must be constantly updated, otherwise their utility
is of only temporary value. The challenge is illustrated in the context of the OR-
RCA CDD in Figure 1. From the figure the exponential, year-on-year, growth of
the number of papers can be observed clearly. Updates are conducted using what
is referred to as a systematic review process. The systematic review is typically
conducted manually by querying larger document collections, a time consuming
task. In the case of ORRCA, the PubMed search engine for the MEDLINE life
sciences and biomedical abstracts database was used for the systematic review.
The process can be enhanced using document ranking so that candidates for an
update can be ranked according to relevance and the top k considered in more
detail, whilst the remainder can be rejected.

Fig. 1. ORRCA papers and articles 1976-2017, illustrating the exponential growth of
the number of publications directed at recruitment strategies for clinical trials.

Document ranking has been extensively used in the context of document
retrieval. The traditional approach, given a particular search query, is to rank
documents using a frequency measure that counts the frequency whereby terms
in the search query appear in each candidate document [6, 18]. However, fre-
quency based document ranking models fail to capture the semantic context be-
hind individual search queries. An alternative is to use a learning to rank model
more suited to capturing the semantic meaning underpinning search queries [14,
16]. Recent work on Learning to Rank (LETOR) has used word embeddings of
various kind as the input [11, 14]. Word embeddings can be learnt from scratch
or a pre-trained embedding model can be adopted. Existing word embedding
based approaches to LETOR have focused on a single embedding, with good
results; a popular choice is to use Bidirectional Encoder Representations from

1 https://www.orrca.org.uk/



Document Ranking for Curated Document Databases using GRAB-Rank 3

Transformers (BERT) embeddings [10, 17]. The intuition presented in this paper
is that a hybrid approach using two orthogonal, but compatible, embeddings will
result in a more effective ranking (in the context of the CDD update problem).
An intuition that is supported by the observations given in [1]. To this end this
paper presents the Knowledge Graph And BERT Ranking (GRAB-Rank) ap-
proach to LETOR, designed to support the periodic updating of CDDs, that
combines BERT word embeddings and knowledge graph concept embeddings;
the latter generated using a bespoke random walk technique.

The GRAB-Rank approach is fully described and evaluated. The proposed
approach assumes the availability of a literature knowledge graph. Techniques
whereby document knowledge graphs can be constructed, given a document cor-
pus, are available (see for example [13]). The presented evaluation was conducted
using the ORRCA CDD. GRAB-Rank results were compared with an approach
based on the popular Okapi BM25 ranking function [23] and earlier work directed
at the updating of the ORRCA CDD as reported in [16] where a Support Vector
Regression (SVR) based technique was presented. It was found that GRAB-Rank
produced better results than when either of the considered embeddings were used
in isolation, and that the proposed hybrid embedding model outperformed the
BM25 and ngram-based SVR document ranking comparator approaches.

2 Literature Review

CDDs require regular updating. This updating process involves considerable hu-
man resource as it is typically conducted manually in the form of a systematic
review of a candidate collection of documents. The resource required for such
systematic review can be significantly reduced by pruning the set of candidates
using document ranking. The main objective of document ranking, also referred
to as score-and-sort, is to compute a relevance score for each document and
then generate an ordered list of documents so that the top k most relevant doc-
uments can be selected. In this paper a mechanism for updating the ORRCA
CDD [7] is presented founded on a hybrid document ranking technique. Recent
work in document ranking has been focused on using external knowledge for im-
proving document rankings. Especially the use of contextualised models such as
BERT. LETOR models can be categorised as being either: (i) Traditional docu-
ment ranking models, (ii) Semantic document ranking models, or (iii) Knowledge
graph document ranking models. Sub-sections 2.1, 2.2 and 2.3 give further detail
with respect to each of these categories.

2.1 Traditional Document Ranking Models

Traditional document ranking models are founded on statistical or probabilistic
approaches. Many variants of these methodologies have been proposed and con-
tinue to be proposed. Most are founded on a vector space model of the input
document corpus where the dimensions of the vector space are defined using



4 Muhammad et al.

terms that appear in the document collection. The terms to be included are typ-
ically selected using a scoring mechanism. Term Frequency - Inverse Document
Frequency (TF-IDF) is a popular choice [11]. In this manner a n-dimensional
vector space can be constructed. A popular algorithm for generating vector rep-
resentations of words is GloVE (Global Vectors for Word Representation), an
unsupervised learning algorithm that operates by aggregating global word-word
co-occurrence statistics found in an input corpus [20]. An alternative mecha-
nism of generating a vector space model is to use word n-grams. This was the
technique used in [12] and [16]. The significance of the techniques used in [12]
and [16] is that it was evaluated using the ORRCA CDD, and hence used with
respect to the evaluation presented later in this paper to compare with the oper-
ation of GRAB-Rank. Once the input document corpus has been converted to a
vector based representation, a document ranking function can be applied to rank
the documents in decreasing order of relevance to a query. A popular ranking
function is the Okapi BM25 ranking function which is founded on a probabilis-
tic retrieval framework [23]. The Okapi BM25 function was also adopted as a
document ranking baseline with respect to the work presented in this paper.

2.2 Semantic Document Ranking Models

The traditional statistical and probabilistic document ranking models assume
each term is independent of its neighbours. Semantic document ranking models
take into account the context of terms in relation to their neighbouring terms,
in other words the “semantic” context associated with each term. We refer to
this using the phrase word embedding. The distinction can be illustrated by
considering the word “bank”; using a semantic context representation this would
comprise a number of vectors depending on the context of the word “bank”,
either as: (i) an organisation for investing and borrowing money, (ii) the side of
a river or lake, (iii) a long heap of some substance, (iv) the process of heaping
up some substance or (v) the process of causing a vehicle to tilt to negotiate
a corner. Using a non-contextualised representation the word “bank” would be
represented using a single vector regardless of context.

Semantic representations are generated using a contextual model to gener-
ate the desired word embeddings; different terms that have the same semantic
meaning are thus represented in a similar way. The required contextual model
can be learned directly, typically using deep learning, from the document corpus
of interest. Examples of document ranking systems that use a learnt contex-
tual model to produce a word embedding can be found in [3, 15, 28]. However,
learning a contextual model requires considerable resource. The alternative is to
use an existing pre-trained contextual model to generate a word embedding for
a given corpus. A popular choice of pre-trained contextual model is the Bidi-
rectional Encoder Representations from Transformer (BERT). BERT takes into
account the context of a target word using the surrounding words in a large cor-
pora; BERT has been used with respect to many downstream natural language
processing tasks including document ranking [15, 26]. An alternative contextual
model that can be used is the embeddings from Language Model ELMo [21].
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This model is based on deeply contextualized word embeddings which are cre-
ated from Language Models (LMs). BERT is a transformer-based architecture
while ELMo is Bi-LSTM Language model. BERT is purely Bi-directional and
ELMo is semi-bidirectional. However, with respect to the work presented in this
paper, because of BERT’s popularity and its ease of use in Python, a BERT pre-
trained model based sentence embeddings were used for the downstream task of
ranking scientific abstracts.

2.3 Knowledge Graph Document Ranking Models

The work presented in this paper assumes CDDs represented as literature knowl-
edge graphs. A knowledge graph is a collection of vertices and edges where the
vertices represent entities or concepts, and the edges represent a relationship
between entities and/or concepts. The reason for using knowledge graphs is that
they provide efficient storage and retrieval in the context of linked descriptions
of data. Some well known examples of knowledge graphs include Freebase [2] and
YAGO [22]. In the context of document knowledge graphs the concepts stored
at vertices represent semantic information which, it is argued here, can be used
in the form of knowledge graph embeddings for document ranking purposes.
Examples of recent work directed at knowledge graphs for document ranking
include the entity-based language models described in [8, 9, 27]. This existing
work has demonstrated the viability of knowledge graph based document rank-
ing. The work presented in this paper proposes a hybrid approach that combines
semantic document ranking with knowledge graph document ranking.

3 Problem Definition

A CDD is a data set of the form D = {d1, d2, . . . dn} where each di ∈ D is a
document (research article/paper). For the CDD to remain useful it is necessary
for it to be periodically updated by adding the set of recently published new
documents Q to D so that Dnew = D ∪Q. The set Q is traditionally generated
using a systematic review process [7] applied to a larger data set U (Q ⊂ U).
Systematic reviews involve a detailed plan and search strategy with the objective
of identifying, appraising, and synthesizing all relevant studies on a particular
topic [7, 25] . The challenge is to automatically generate Q in such a way that
Q contains as many relevant documents as possible. The anticipation is that it
will not be possible to automatically generate a set Q that contains all relevant
documents and no irrelevant documents. The idea is therefore to apply a Learn-
ing to rank model (LETOR) whereby U is ordered according to relevance score
and the top k documents selected for potential inclusion in D.

4 BERT and knowledge graph embeddings based
document ranking

This section presents the proposed Knowledge Graph and BERT Ranking (GRAB-
Rank) approach. A schematic of the approach is presented in Figure 2. The input
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is a collection of documents U to be potentially included in D. The next stage
is to generate two sets of document embeddings: (i) document embeddings gen-
erated from a random walk of a knowledge graph G generated from U , and (ii)
document embeddings generated using BERT. The first requires the transfor-
mation of U into G, how this can be achieved is presented in Sub-section 4.1.
The process of generating document embeddings from G is then described in
Sub-section 4.2. The process for generating document embeddings using BERT
is described in Sub-section 4.3. Once we have the two types of document embed-
dings, these are combined into a single embedding, by concatenating one to the
other. The concatenated embedding is then used as input to a LETOR model.
With respect to the evaluation presented later in this paper, and as indicated
in the figure, a Support Vector Regression (SVR) model was used to generate
the document ranking. A SVR model was used because this has been shown
to produce good results as evidenced in [12] and [16], a previously proposed
approaches for updating CDDs which also focused on the ORRCA CDD. SVR
uses the same principle as Support Vector Machines (SVMs) but with respect
to regression problems. The SVR LETOR model, once learnt, can be used to
assign a ranking value to each document in U . To obtain Q from U we then
need a cut-off threshold value σ. The work in [12] reported the results from a
sequence of experiments to establish the most appropriate value for σ. They
found that 97% of relevant abstracts can be identified by considering the top
40-45% of potential abstracts. This was found to equate to a value of σ=0.30.
For the evaluation presented in this paper, σ=0.25 was used (so as to include a
“safety margin”).

Fig. 2. Schematic of the GRAB-Rank approach.

4.1 Knowledge graph construction

The prerequisite of the GRAB-Rank approach for the maintenance of CDDs is
a literature knowledge graph G = {V,E} where the set of vertices V represent
documents and concepts, and the set of edges E represent relationships between
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the vertices. There are various mechanisms whereby G can be constructed; it
can be done manually, but is clearly better addressed in an automated manner.
One proposed solution, and that adopted with respect to this paper, is the
OIE4KGC (Open Information Extraction for Knowledge Graph Construction)
approach presented in [13]. The OIE4KGC solution commences by extracting
concept-relation-concept triples from a given document collection D (a CDD)
using the RnnOIE Open Information Extraction (OIE) tool [24]. The triples are
then filtered so that only the most relevant concepts are retained, each identified
by a unique label. The retained triples, are then used to construct G such that
the set of vertices V represents concepts and documents (in the following the
terms concept vertex and document vertex are used to distinguish between the
two), and the set of edges E comprises either: (i) the extracted relations from
one concept to another concept, or (ii) “mention” relationships from a document
to a concept. A mention relationship between a document and a concept implies
that a document “mentions” this particular concept. Similar concepts in the
knowledge graph were linked, using a biomedical entity linker.

4.2 Knowledge Graph Concept Embeddings using a Random walk

This section presents the process for generating concept embeddings from a
literature knowledge graph (generated as described above); the first form of em-
bedding in the proposed hybrid embedding approach. The process commences
by generating a sequence of random walks (paths) linking concept vertices. The
random walk idea was first proposed in [19], where it was defined as a sequence
of elements creating a path in a mathematical space. Conceptually, a random
walk across a graph can be considered as a sequence of vertices. In the case of the
proposed approach each vertex in the sentence will be a “concept”. Therefore,
each walk generated from a concept vertex in G can be interpreted as a natural
language sentence comprised of the concepts covered by the walk. The “sen-
tences” can then be processed using a range of text machine learning models,
such as the “bag of words” model or the “skip gram” model [5]. Random walks
were generated for every concept node in G. It takes a high amount of compu-
tational resources to generate random walks for each vertex, hence a number
of 100 random walks was chosen for each vertex. The length of each generated
walk was restricted to k vertices. For the evaluation reported on in the following
section, Section 4, experiments were conducted using a range of values for k,
from k = 1 to k = 5 incrementing in steps of 1.

The foregoing was implemented using the node2vec framework [4] and the
skip-gram model. Using the node2vec framework random walks can be generated
using a number of strategies, these can be broadly categorised as Breadth-First
Sampling (BFS) or Depth-First Sampling (DFS). The breadth-first strategy in-
volves identifying all the immediate neighbours of a current vertex vi ∈ V , to be
included in the random walks to be generated and then moving on to immediate
neighbours plus one, and so on until we reach random walks of length k. The
depth-first strategy involves generating each entire random walk in turn rather
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than “in parallel”. A breadth-first strategy (BFS) was used for the proposed
GRAB-Rank approach.

4.3 BERT contextualised embeddings

This section discusses the contextualised embedding process, the second embed-
ding used with respect to the proposed GRAB-Rank approach. The idea is to
use transfer learning; the process of using a pre-trained deep language model to
generate document embeddings. There are a number of such language models
available, examples include ELMo [21] and BERT [15]. With respect to the eval-
uation presented later in this paper the BERT language model was used. The
advantage offered by these models, as noted in Section 2, is that they are context
aware; unlike many alternative models, such as GloVe [20], where each word is
represented using a single vector regardless of context. Using a pre-trained lan-
guage model, document embeddings are generated by replacing each word in a
given document with the corresponding (BERT) word embedding. All the word
vectors in the document are then concatenated to obtain a single document em-
bedding. Contextualised language models consist of multiple stacked layers of
representation (and an input layer); the greater (deeper) the number of layers
the greater the extent of the context incorporated into a word representation. To
generate word embeddings all layers can be used or the top n (most significant)
layers. With respect to the evaluation presented later in this paper results are
reported using all twelve BERT layers.

5 Evaluation

This section presents the evaluation of the proposed GRAB-Rank approach. For
the evaluation, the abstracts for the 2015 and 2017 systematic review updates
of the ORRCA CDD were used because: (i) a ground truth was readily available
(the abstracts eventually selected for inclusion in ORRCA were known); and
(ii) ORRCA had been used in previous LETOR studies, namely those presented
in [12] and [16], hence a comparison could be conducted. Two data sets were
generated using the 2015 and 2017 abstracts:

ORRCA-400 A small data set which could be manually inspected and anal-
ysed in the context of the proposed GRAB-Rank approach, referred to as
the ORRCA-400 data set because it comprised 400 abstracts, 200 abstracts
included in ORRCA and 200 excluded. Thus an even distribution.

ORRCA-Update A much larger data set to test the scalability of the proposed
approach made up of the entire 2015 and 2017 ORRCA update collections,
11, 099 abstracts for the 2015 update (1302 included and 9797 excluded) and
14,485 for the 2017 update (1027 included and 13458 excluded).

Both datasets were pre-processed by removing punctuation and stop words. For
stop word removal ntlk2 was used. For training and testing a 60:40 training-
testing split was used with respect to both data sets. Approaches similar to

2 https://www.nltk.org/
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GRAB-Rank [10, 15] have used similar splits for training and testing document
ranking models.

The objectives of the evaluation were:

1. To conduct an ablation study to compare the operation of the proposed
GRAB-Rank approach with using only BERT embeddings and only knowl-
edge graph embeddings, so as to demonstrate that the proposed hybrid ap-
proach outperformed the component approaches when used in isolation.

2. To compare the operation of the proposed GRAB-Rank approach with al-
ternative traditional document ranking systems applied directly to the input
data, namely: (i) the Okapi BM25 ranking function based approach described
in [23]; and (ii) the n-grams approach, with a SVR ranking model, presented
in [12] and [16]. Both were discussed previously in Sub-section 2.1.

3. To investigate the effect of the parameter k, the random walk length, on the
operation of the GRAB-Rank approach.

The evaluation was conducted using a NVidia K80 GPUs kaggle kernel. The
evaluation metrics used were precision and recall. Our dataset was labelled in a
binary manner (relevant and not relevant) hence traditional document ranking
metrics which require a “ground truth” ranking, such as MAP, MRR and NDCG,
could not be used. For generating BERT embeddings all BERT Layers, as sug-
gested in [21], were used. This was because using all layers produces a richer
result, at the expense of increased run time. However, runtime is not an issue in
the context of CDD maintenance as it is an activity not conducted frequently.
In the case of the ORRCA CDD this is typically updated once every two years
(because of the significant human resource involved). For the initial experiments
conducted with respect to Objectives 1 and 2 above, σ = 0.25 was used with
respect to the SVR LETOR models generated for reasons given previously in
Section 5.

The results with respect to the first two objectives are given in Table 1. From
the table it can be seen that in all cases the proposed GRAB-Rank hybrid ap-
proach produced the best performance with respect to both evaluation data sets
and with respect to both recall and precision. From Table 1 it can also be seen
that BERT only embedding tended to outperform knowledge graph embedding.
The precision values are relatively low for the ORRCA-Update dataset. It is con-
jectured that this is because the ORRCA-Update dataset (25,584 documents)
was significantly larger the ORRCA-400 dataset (400 documents).

To determine the most appropriate value for k experiments were conducted
using a range of values for k from k = 1 to k = 5 incrementing in steps of 1.
The results are presented in Table 2. From the table it can be seen that the best
precision was obtained when k = 2 for the ORRCA-400 dataset, and k = 3 for
the ORRCA-Update dataset. There was no clear best value for k with respect to
recall. From the table it can also be seen that a low value of k (k < 2) produced
poor recall. This could be attributed to the fact that the higher the value for k
the more similar concepts that are included in the knowledge graph embedding
and hence the better the recall (greater number of relevant documents at the
top of a ranked document list).
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Table 1. The performance of GRAB-Rank in comparison with using BERT embed-
dings or knowledge graph embeddings in isolation, and with using the BM25 and SVR
ranking models with n-grams (best results in bold font).

Document ranking technique
ORRCA-400 ORRCA-Update

Precision Recall Precision Recall

GRAB-Rank with SVR 0.81 0.50 0.26 0.88
BERT embeddings only with SVR 0.76 0.47 0.23 0.80
Knowledge graph embeddings only with SVR 0.75 0.46 0.26 0.87
word2vec vectors with BM25 ranking 0.53 0.33 0.16 0.54
word2vec for n-grams with SVR 0.79 0.49 0.07 0.49

Table 2. The performance of GRAB-Rank with using a range of values for k, the
random walk length (best results in bold font).

k
ORRCA-400 ORRCA-Update

Precision Recall Precision Recall

1 0.68 0.42 0.17 0.59
2 0.75 0.46 0.24 0.83
3 0.74 0.46 0.26 0.87
4 0.73 0.45 0.26 0.86
5 0.74 0.46 0.26 0.86

6 Future work and Conclusion

This paper has presented the GRAB-Rank approach to partially automate the
process of maintaining CDDs which would otherwise need to be maintained us-
ing a manual systematic review process. GRAB-Rank is a LETOR mechanism
founded on a hybrid representation comprised of a literature knowledge graph
embedding generated using a random walk of length k and a BERT contextual
embedding. The hybrid embedding was then used as an input into a LETOR
mechanism. For the presented evaluation SVR was used to generate the desired
LETOR model. The hypothesis was that a hybrid document embedding ap-
proach would produce a better ranking than if the component embeddings were
used in isolation. The GRAB-Rank approach was evaluated using two datasets
extracted from the data used for the maintenance of the ORRCA CDD. The
evaluation results obtained indicated that the hypothesis was correct, hybrid
embedding outperforms individual embeddings used in isolation. The operation
of GRAB-Rank was also compared with two forms of traditional approach, one
based on BM25 and the other on n-gram based SVR. Grab-Rank was shown
to outperform the traditional approaches. For future work the authors plan to
improve the document ranking model by conducting further experiments, using
the ORRCA CDD, with other pre-trained language model such as GPT-2 and
GPT-3 for creating document embeddings.
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