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Pre- training general language representations 

ÅFeature- based approaches
ÅNon- neural word representations

ÅNeural embedding
Å

Å

ÅDeep contextualisedword representation (ELMo, Embeddings from Language Models) 
(Peters et al., 2018)

ÅFine- tuning approaches
ÅOpenAI GPT (Generative Pre- trained Transformer) (Radford et al., 2018a)

ÅBERT(Bi- directional Encoder Representations from Transformers) (Devlin et al., 2018)



Content

ÅELMo (Peters et al., 2018)

ÅOpenAI GPT (Radford et al., 2018a)

ÅTransformer (especially self- attention ) (Vaswani et al., 2017)

ÅBERT(Devlin et al., 2018)

ÅAnalyses & Future Studies



ELMo: deep contextualisedword representation 
(Peters et al., 2018)

Å ELMolooks at the entire sentence before 
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ELMo
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ELMo
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OpenAIGPT (Generative Pre- trained 
Transformer) (1) pre- training
ÅUnsupervised pre- training, maximisingthe log- likelihood,

Åwhere                                     is an unsupervised corpus of tokens , Ὧis the size of context 
window, ὖis modelled as a neural network with parameters ɡ.

Åwhere Ὗis one- hot representation of tokens in the window, ὲis the total number of 
transformer layers, transformer_block () denotes the decoder of the Transformer 
model (multi- headed self- attention and position- wise feedfoward layers).

Equations in (Radford et al., 2018)



GPT: (2) Fine- tuning

Given labelled data ὅ, including each input as a
sequenceof tokensὼȟὼȟȣȟὼ , eachlabel as .

Thenmaximisethe final objective function:

‗is set as0.5 in the experiment.

Equations in (Radford et al., 2018)Acknowledgement to Figure from http://jalammar.github.io/illustrated- bert/
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Transformer: a seq2seq model . φ
Ὠ υρς

Residual connection 
& Layer normalisation

Acknowledgement to Figure from http://jalammar.github.io/illustrated- bert/ Figure in (Vaswani et al., 2017)


