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Pre-training general language representations

AFeature based approaches
A Non- neural word representations

A Neural embedding
A
A

A Deep contextualisedword representation ELMa Embeddings from Language Models)
(Peterset al, 2018)

AFine tuning approaches
A OpenAl GPT (Generative Pedrained Transformer)(Radford et a/, 2018a)
A BERT(BF directional Encoder Representations from Transformerg)eviin et a/, 2018)
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ELMa deep contextualisedword representation

(Peterset al, 2018)
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ELMo is a task specific
representation. A down-stream

ELMo represents a word [; as a linear combination of

corresponding hidden layers (inc. its embedding)
biLMs

task learns weighting parameters
Forward LM

Unlike usual word embeddings, ELMo is
assigned to every token instead of a type
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ELMo can be integrated to almost all neural NLP tasks
with simple concatenation to the embedding layer
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Many linguistic tasks are improved by using ELMo

INCREASE
TASK PREVIOUS SOTA OUR ELMo + (ABSOLUTE/

BASELINE BASELINE RELATIVE)

Q&A SQuAD | Liuetal. (2017) 84.4 || 81.1 85.8 4.7 124.9%
Textual entailment SNLI Chen et al. (2017) 88.6 || 88.0 88.7£0.17 0.7/5.8%

Semantic role labelling SRL He et al. (2017) 81.7 || 81.4 84.6 32/17.2%
Coreference resolution Coref Lee et al. (2017) 67.2 || 67.2 70.4 3.2/9.8%
Named entity recognition NER Peters et al. (2017) 91.93 £0.19 || 90.15 9222+ 0.10 2.06/21%
Sentiment analysis SST-5 McCann et al. (2017) 53.7 || 514 54.7 £ 0.5 3.3/6.8%

Table 1: Test set comparison of ELMo enhanced neural models with state-of-the-art single model baselines across
six benchmark NLP tasks. The performance metric varies across tasks — accuracy for SNLI and SST-5; F; for
SQuAD, SRL and NER; average F; for Coref. Due to the small test sizes for NER and SST-5, we report the mean
and standard deviation across five runs with different random seeds. The “increase” column lists both the absolute
and relative improvements over our baseline.
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OpenAlGPT (Generative Pr&rained
Transformer) (1) pre training

A Unsupervised pre training, maximisingthe log- likelihood,

Ll(U) = ZlogP(uJuz_k, ey Uj—1, @)

Awhere U = {u1,...,u,} isanunsupervised corpus of tokens , ‘Qis the size of context
window, U is modelled as a neural network with parameters.

h; = transformer_block(h;_1)Vi € [1,n]
P(u) = softmax(h, W)

A where “Yis one- hot representation of tokens in the window,¢ is the total number of
transformer layers transformer_block () denotes the decoder of the Transformer

mode/ (multi- headed self attention and position- wise feedfoward layers.

Equations in (Radford et al., 2018)
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Given labelled data 0, including each input as a

FFNN + Softmax v Dy
sequenceof tokensw hw B hw , eachlabelas Y .

12 ( DECODER ] P(ylz',...,2™) = softmax(h]"W,)
A
Ly(C) = ) log P(ylz',... 2™
, 3 . (z,y)
2 | DECODER ) Thenmaximisethe final objective function:
'y
Ay DECODER ) L3(C) = La(C) + A x L1(C)

_issetas0.5 in the experiment
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Transformer: a seg2seq model
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Figure in (Vaswani et al., 2017)



