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Overview

e Relation Extraction: Automatic Taxonomy Generation from Social
Tagging Data to Enrich Knowledge Bases
* Feature extracted from probabilistic topic analysis of tags.

* Tag Annotation: Sequence Modelling for Tag Annotation /
Recommendation

* Focus on attention mechanisms for tag annotation.



Motivation — Organising social tags semantically

 Social tagging: Users share a resource —
create short text description — terminology of

a social group / a domain

top | all

247 tom hanks |+

* “Folksonomy [social tags] is the result of
personal free tagging of pages and objects for
one’s own retrieval” (Thomas Vander Wal, 2007)

comedy | +

52 Oscar (Best Picture +
2| Oscar Winner

28 war |+

13| love |+

11| sentimental | +

* Noisy and ambiguous, thus not useful to
support information retrieval and
recommendation.

Social tags for movie “Forrest Gump” in Movielens

7 | tear jerker +
7 | sappy |+

5 | horing | +

T inspirational | +
57| touching | +

15| feel-good |+

meaning of life +

25 great soundtrack  +

good acting | +

2 shrimp +
7 | Quotable |+
5 sad |+

- americana  +

https://movielens.org/movies/356

classic

58| historical | +
15| romance |+
L quirky |«
27 Oscar (Best Actor) |+
11| adventure |+
12 | biography |+
7 | mental illness | +
5 |long +

5 |american dream  +



Research aim: from academic social data to knowledge

Entity Linking with a Knowledge Base: Issu. ..
Wei Shen, Jianyong Wang, and Jiawei Han. Transactions
on Knowledge & Data Engineering 27(2):443--460 (2015)

® 10 hours and 2 minutes ago by @jaeschke
‘ background base entity knowledge linking ner

(0) @XEV

Knowledge-based systems: special issue o...
Khaldoun Zreik, and Cherif Branki. Knowl.-Based Syst.
13(1):1 (2000)

® 16 hours and 5 minutes ago by @chatelp

‘ CyberDesign  knowledge

(0) & x B v

http://www.bibsonomy.org/tag/knowledge http://www.micheltriana.com/blog/2012/01/20/ontology-what

Researcher generated data

Useful and evolving knowledge structure
(user-tag-resource-date)



Challenges

e Distinct from text corpora: Lack of context information
» Pattern-based approaches (Hearst patterns) do not work.

* Noise in data

e Sparsity in data



Relation extraction

Learning (hierarchical) relations from social tagging data
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pairs [49]

Individual hierarchies
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Semantic
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Types and issues of current methods

* Heuristics based methods (set inclusion, graph centrality and association rule) are
based on co-occurrence, does not formally define semantic relations (Garc'ia-Silva et al., 2012).

» Semantic grounding methods (matching tags to lexical resources) suffer from the low
coverage of words and senses in the relatively static lexical resources (Andrews & Pane, 2013;
Chen, Feng & Liu, 2014).

* Machine learning methods: (i) unsupervised methods could not discriminate among
subordinate, related and parallel relations (zhou et al,, 2007); (ii) supervised methods so far
based on data co-occurrence features (rRego, Marinho & Pires, 2015).

* We proposed a new supervised method, binary classification founded on a set of
assumptions using probabilistic topic models.



Supervised learning based on Probabilistic Topic Modeling

Binary classification: input two tag concepts with a context tag, output whether they
have a hierarchical relation. There are 14 features.

Tag Concepts: form1 form2 form3 ...| | Using Probabilistic Topic Models to
represent each tag conceptas a

- distribution of all hidden topics
Social
tagging Users Resources by I l h_|| e

|:‘> Representation for tag concept “Semantic_Web”
(1) Data Cleaning (2) Data Representation
Tag Concept Hierarchies
External Knowledge Bases (KBs) Feature Space: Sim, Topic_Dist, Prob_Asso -> |label| 3 feature sets,
14 features |:>

O&&Q Training data Oe//CK/O

v .
Wla m <hyponym, hypernym, context>| +
<C a, C b, C.r> - 10-fold Cross-

ACM Computing |:> <C_b, C_d, Ck> | = validation

Classification System ToC Testing data <C e Cf cf | + 0% Held
vi — — @ .. » | - Out"Teesti;lg Enriched Knowledge
icrosoft Concept Grap <. s | - (comparison to KBs)

For instance labelling {+, -} (3) Feature Generation (4) Classification and Testing (5) Knowledge Enrichment




Data Representation

* We used a unsupervised approach Probabilistic Topic Model, Latent Dirichlet Allocation, to infer the hidden
topics in the Bag-of-Tags used to annotate resources. Then we represented each tag as a probability on the

hidden topics, reduced dimensionality of the vector space.

* Input: Bag-of-tags (resources) as documents

e QOutput: p(word | topic), p(topic | document)

0(Ca) = {p(2:]Ca) }17 (1)
P(Z|Ca)NO< p(Cqlz) * p(2) (2) ,_
p(z) = = 3)

TABLE VII -

TAG TOPICS LEARNED USING LATENT DIRICHLET ALLOCATION (LDA)

(T = 600, ALPHA = 50/600, BETA = 0.01)

Topic Most probable 5 tag concepts

62 search web web_search semantic_search social_search
154 cell calcium membrane channel animal

159 language perception speech tone production

231 game game_theory learning theory haifa_games_course
369 child male female cerebral human

1

05F .
D L 1 1 L L \ 1
0 100 200 300 400 500 600
Machine Learning
338 486 371 247 274 180 113
1 T T T T T
05F .
D " b 1 1 1 1
0 100 200 300 400 500 600
Kernel Methods
486 104 3



Assumptions and Feature Generation

* Assumption 1 (Topical Similarity) For two tag concepts, they must be similar
enough, in terms of a similarity measure, to have a hierarchical relation.

TABLE 11
SIMILARITY AND DIVERGENCE RELATED FEATURES
Features Description
Cos_sim The cosine similarity of two topic distribution vectors
KL_Divl The Kullback-Leibler Divergence from C, to Cp
KL _Div2 The Kullback-Leibler Divergence from C}, to Cy

Gen_Jaccard  The generalised Jaccard Index of two topic distribution vectors

For the generalised Jaccard Index,

> min(v(Cq)i, v(Ch)s)

= Y. max(v(Cq)i, v(Ch)i)) (5)

J(v(Ca), v(Cyp))



* Assumption 2 (Topic Distribution): a tag more evenly distributed on several topics
may have a sense more general than a tag distributed on fewer topics.

TABLE 111
TOPIC DISTRIBUTION RELATED FEATURES
Features Description
diff_num_sig  Difference of the number of significant topics
overlapping Number of overlapping significant topics
diff_max Difference of the maximum elements in two tag vectors

diff_aver_sig  Difference of the average probability of significant topics

si1g __
Za” = {Z | 2 €z and p( |C ) } (%) zfﬂ is the significant topic set for
diff_aver_sig(C,, Cy) = Aver(z] 519 ) — Aver(z;'?) the concept Co.
B Z(zszg) B S (z3) (6) =z isthe whole topic set.
s1g 1g
|za” | sz | p  isaprobability threshold.



* Assumption 3 (Probabilistic Topical Association) For two tag concepts, if they have
strong conditional probability marginalised on topics, they are more likely to have a
hierarchical relation.

TABLE IV
PROBABILISTIC ASSOCIATION FEATURES
Features Description
p(Ca|Ch) The probabilistic association of C,, given Cp
p(Ch|Ca) The probabilistic association of Cj, given C,
p(Cq,Ch) The joint probability of Cy and Cj

p(Cq|Ch, Ra?b) The probabilistic association of C'y given (' and the common root concept R,
P(Cp|Ca, Ra,p)  The probabilistic association of Cj, given C, and the common root concept R, j
p(Ca,Cy|R,5)  The joint probability of Cy and Cj, given the common root concept R, j,

p(Cy|Ch) = Zp((?dz._ Cy)p(z|Ch) P(Ca|Ch, Rap) = ZIJ(GL-JZ"«. Cp, Rap)p(2|Co, Rap)
ZEZE ZEE
= ip(culz)p(zlcb) " = ;p(@a|z)p(z|cb, Rap)
ICE ZECEZ )
pP(Cq, Cy) = p(Ca|Ch)p(Ch) B ;p(c“|z)p(ff(ﬁéfgjf;(z) ”
=HCalC) TrClapta) -y PO PO Reyl ot



ierarchy Generation Algorithm

* After we trained the model, we propose a greedy-search

hierarchy generation algorithm to predict concept
hierarchies from social tags.

* The algorithm has some characteristics:

* Progressively predicts the hierarchy from top to down from a user
specified root concept.

* Generates a mono-hierarchy (a tree), each concept has only one
hypernym (broader concept).

* Prune the tree by keeping the relations with higher confidence score
from the classification model.



Algorithm 1: Hierarchy Generation Algorithm: a heuristic-based greedy
algorithm to learn and prune relations layer by layver to learn a standard

monohierarchy.

Require: h, root, contert, generateCand(), Criteria, I;,

generateFeature([; ), predict(h, x;), size(), TH,
Input: d tag as root, and d tag as

context
Output: Hierarchy

Ensure: -, an induced taxonomy as a directed graph.
1 Il'litiﬂ].iﬁ'(" G..G(_-u F'V"GIIE'.'T-[:
2 L = penerateCand(root, context, Criteria);

a for each node in L do

4 form input instance set I; = <node, roof, contert_roof >:

5 | z; = generateFeature(I;); * Generate concept candidates
6 | uj = predict(h,z:): for the hierarchy

T if i = 0 then e Do

8 Geourr — Geyrr U < node, root =; Generate |ayer 1

o | end Generate layer 2

10 end

Generate layer 3

11 Remove all new established node in &, from L;
12 G ":_ G I_FI G’nﬂ:ﬂ:ﬂ:
13 while size(L) > TH. do

14 Gopert = learnNextLayer(G o, e, B, L, Criteria); % See Algurithnl

Generate layer n
e Until not enough candidates

15 Geurr = Ghrest;
16 Remove all new established node in .., from L;

17 G — G U Goyrr:

18 end




Evaluation - Dataset

Social tagging data: Bibsonomy, 283858 tags, 11103 users, 868015 resources

External Knowledge Bases (EKBs):
» (i) DBpedia, (ii) Microsoft Concept Graph (MCG) and (iii) ACM Computing Classification System (CCS).

After automatic labeling to the three EKBs:

» 14535 instances (4965 positive instances, 4785 reversed negative instances, 4785 random negative instances.)

Positive : Negative = 1:1.93

Table 7: Statistics of EKBs and overlapping to Bibsonomy

Concepts  Subsumption relations  Concept overlapping to Bibsonomy — Release Date
DBpedia 1316674 2706685 2191 2015-10
MCG 1483135 28440951 G030 2016-09
ACM 9060 2390 691 2012
Bibsonomy 7458 - - 2015-07




Data Cleaning and Concept Extraction

Using inter-subjectivity (user frequency) and edited distance to group word forms.

Using the Semantic Web for linking and reusing data...
U. Bojars, J. Breslin, A. Finn, and S. Decker. Journal of Web

Semantics 6 (1): 21--28 (2008)

© 8 years ago by @quesada
L Y rdf,semanticweb,sioc,socialsoftware,web?2.0

Web 3.0: The Dawn of Semantic Search
J. Hendler. Computer 43 (1): 77-80 (2010)

@ a year ago by @asalber
W semantic-web ontologies

Search on the Semantic Web
L. Ding, T. Finin, A. Joshi, Y. Peng, R. Pan, and P. Reddivari.
Computer 38 (10): 62-69 (October 2005)

@ 8 years ago by @dominikb1888
W semantweb diplomarbeit search

[en] Semantic_ﬂeb:Isemanticwebl semantic_web

SemanticWeb Semantic Web, RDF etc. semantic+web
semanticWeb fsemanticweb Semantic-Web semantic_ Web
semantic.web |semantic-web| semanticWeb, semantic\\_web,
{SemanticWeb} semanticweb, semantic\\_web Semantic_web
Semanticweb | semantweb| web:semanticweb semantiweb
semanticwe rdf,semanticweb,sioc,socialsoftware,web2.0
semantic_web, {SemanticWeb sematnic+web

[en] Social_Software:Isocialsoftware social software

SocialSoftware social.software ...

en]l web2.0: Education,Web2.0,Pharmacy Web2.0 "Web2.0"
[ web2.0| weB2.0 web2.0, ...

[en] ontologies:lontologiesl Ontologie Ontologies
ontologie ontologies, Ontologies, ...

[en] search: SEARCH 1,search radar;search Searching

sequences, search rocessing;search searching
searches,Library

Image in Dong, H., Wang, W., & Coenen, F. (2017). Deriving Dynamic Knowledge from Academic Social Tagging Data: A
Novel Research Direction. In iConference 2017 Proceedings (pp. 661-666). https://doi.org/10.9776/17313



* Positive data: tag concept pairs Ca, Cb
* (i) satisfying criteria in the social tagging data, p(Ca|Cb) > TH
* (ii) matched to a subsumption relation in any of the KBs.

* Negative data:
* Reversed negative (if A->B is positive, then B->A is negative)
 Random negative



Evaluation strategy

* Relation-level evaluation
* Evaluate the classification model: results on testing data (held-out 20%)
e Outperformed all other baselines.

* Ontology-level evaluation
* Evaluate the generated hierarchies: using Taxonomic precision, recall, f-measure
* Root concepts: Selected concepts under CS/IS categories in DBpedia and ACM.
* Evaluate against sub-KBs. Averaging the Taxonomic precision, recall and calculate F-measure.
* Results not consistent, but our proposed approach has generally better/competitive results.

* Enrichment-based evaluation
* Enriched 3846 relations to DBpedia and 1302 relations to ACM.

» Selected 298 and manual evaluation by 7 experts, with our proposed approach, 41.18% = 859/(298*7) are
marked as subsumption, higher than 33.33% as random (3 categories to rate).



Results — Relation-level evaluation

Table 8: Classification Testing Results with Comparison among Feature Sets

R P F1
Random setting 50.00% 34.16%  40.59%
SVM RBF (21°-52%%) | 51.56% 52.95%  52.25% SVM RBF (2105 29) 46.02%  47.02% 46.51%
Sall = Ssim + Stopic-dist + Sprob-assoe  AdaBoost 50.15% 63.52% 56.05%  Ssim AdaBoost 17.52%  59.59%  27.08%
(Full features in our approach) LR 34.04%  65.00%  44.68% (Wang et. al [33]) LR 156.01%  54.78%  23.56%
DT 45.02%  62.87%  52.46% DT 11.78% 66.10%  20.00%
SVM RBF (219,27) 36.96% 58.81%  45.39% SVM RBF (2'°,2") 40.28%  46.14%  43.01%
Sco AdaBoost 27.49% 61.07%  37.92% Stopic-dist AdaBoost 11.48% - 59.07%  19.22%
LR 10.27% 55.14% 17.32%
(Régo et. al [1]) LR 19.64%  56.20%  29.10% bT 3.09%  47.62%  5.68%
DT 27.19%  58.95%  37.22% SVM RBF (2'2,2%%) 27.80% 60.53%  38.10%
SVM RBF (297,2%) 49.25%  52.41%  50.78% < AdaBoost 44.51%  63.60%  52.37%
Sa11s.00 AdaBoost 46.32%  65.25% 54.18% prob-asso LR 14.20% 68.12%  23.50%
LR 36.56%  62.69%  46.18% DT 53.07% 60.09% 56.36%
DT 46.73%  57.35%  51.50%

The values (2‘*,2") after SVM RBF are the parameters ¢ and «y tuned to optimise F score.
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Overview

* Relation learning: Automatic Taxonomy Generation from Social
Tagging Data to Enrich Knowledge Bases

* Tag Annotation: Sequence Modelling for Tag
Annotation/Recommendation



Research Tasks:

* Tag annotation: simulate human annotation process through a sequence
model.

* Reading a set of paragraphs and annotate them with tags/key words.

e Related tasks:

* Tag recommendation - equivalent

Hashtag recommendation in microblog — related

Text summarisation — related but distinct (output is sequential)

Machine Translation — somehow related (output is sequential & different language)

Aspect-based sentiment classification? - maybe related (output is non-sequential but
with probability/polarity)



Related work about attentions

* Neural Machine Translation by Jointly Learning to Align and Translate
(Bahdanau, Cho & Benijio, ICLR 2015)

e Hierarchical Attention Networks for Document Classification (vang et al.,
NAACL-HLT 2016)

* Hashtag Recommendation with Topical Attention-Based LSTM (Lietal,
COLING 2016)



Attention Mechanism

* In NLP, firstly used in an encoder-
decoder architecture for

machine translation (sahdanau, cho & | Jane s'est rendue en Afrique en septembre dernier, a
Benjio, 2015). apprécié la culture et a rencontré beaucoup de gens
merveilleux; elle est revenue en parlant comment son
voyage était merveilleux, et elle me tente d'y aller aussi.

Jane went to Africa last September, and enjoyed the
culture and met many wonderful people; she came back
raving about how wonderful her trip was, and 1s
tempting me to go too.

Example in the online course
Sequence Models, by
Deeplearning.ai, Andrew Ng.



https://www.coursera.org/learn/nlp-sequence-models

Attention Mechanism

T,

C; — E (.liijh.-j. E E""’E""‘ —"ﬁ:
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Figure 1: The graphical illus-
tration of the proposed model
trying to generate the t-th tar-

exp ( €jj ) cet word y; given a source

) sentence (xq,za9,...,T7).
k—1 exXp .Egk)

eij = a(Si—1,h;)

e

(1‘1':,' —

Figure In Bahdanau, Cho & Bengio (2014).



1 Figure in (Yang et al., 2016)
Hierarchical Attention —
N\
From sentence to document sentence
attention
u; = tanh(Wgh; + bg), , ]
exp(u; ) i
Vj — - ’ E
b exp(u] ug) i gﬁg;e;;e
v = Z a;h;. |
i -
From word to sentence :t?éﬁtion
N Uy _ - _ —
wit = tanh(Wiyhig + bu) [ o ma Je— 5]
—|— | | I I I 1
exp(t,;; Uqy) I L | | |
T it T’tb — :_'L i ! word
Z exp(u- 'U--u:) I et PR | R |! encoder
t ?at L__#___| '___+___| Lk

S5 — E &ith-it- way Wao wWa
t

Figure 2: Hierarchical Attention Network.



Hierarchical Attention

* Measured with
sentiment
estimation & topic
classification tasks

Tables in (Yang et al., 2016)

Data set classes documents
Yelp 2013 5 335,018
Yelp 2014 5 1,125.457
Yelp 2015 5 1,569,264
IMDB review 10 348415
Yahoo Answer 10 1,450,000
Amazon review 5 3,650,000

Methods Yelp’13 Yelp'l4 Yelp'l5 IMDB Yahoo Answer Amazon
Zhang et al., 2015 BoW - - 58.0 - 68.9 54.4
BoW TFIDF - - 59.9 - 71.0 55.3
ngrams - - 56.3 - 68.5 54.3
ngrams TFIDF - - 54.8 - 68.5 52.4
Bag-of-means - - 52.5 - 60.5 44.1
Tang et al., 2015 Majority 35.6 36.1 36.9 17.9 - -
SVM + Unigrams 58.9 60.0 61.1 39.9 - -
SVM + Bigrams 57.6 61.6 62.4 40.9 - -
SVM + TextFeatures 59.8 61.8 62.4 40.5 - -
SVM + AverageSG 54.3 35.7 56.8 31.9 - -
SVM + SSWE 53.5 543 554 26.2 - -
Zhang et al., 2015 LSTM - - 58.2 - 70.8 59.4
CNN-char - - 62.0 - 71.2 59.6
CNN-word - - 60.5 - 71.2 57.6
Tang et al., 2015 Paragraph Vector 57.7 59.2 60.5 34.1 - -
CNN-word 39.7 61.0 61.5 37.6 - -
Conv-GRNN 63.7 65.5 66.0 42.5 - -
LSTM-GRNN 65.1 67.1 67.6 45.3 - -
This paper HN-AVE 67.0 69.3 69.9 47.8 75.2 62.9
HN-MAX 66.9 69.3 70.1 48.2 75.2 62.9
HN-ATT 68.2 70.5 71.0 49.4 75.8 63.6

Table 2: Document Classification, in percentage



GT: 4 Prediction: 4 GT: 0 Predalctmn: 0
terrible value

pork belly = delicious . ' Figure in (Yang et al., 2016)
ordered pasta entree

scallops ?
i do nt . $ 1695 good taste but size was an
even ‘ _
like | appetizer size
scallops . and these were a-m-a-z-i-n-g '

: no salad , no bread no vegetable
fun and tasty cocktails _

this was

next time 1 ‘'m in phoenix , 1 will go

back here
highly recommend

our and tasty cocktails

our second visit
1 will not go back

Figure 5: Documents from Yelp 2013. Label 4 means star 5, label O means star 1.

GT: 1 Prediction: 1

GT: 4 Prediction: 4
why does zebras have stripes ? rediction

_ _ how do 1 get rid of all the old web
what 1s the purpose or those stripes 7 _ .

_ searches 1 have on my web browser ?
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wild life ?
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i want to clean up my web browser

go to tools > options

&l

. : . e then click * delete history 7 and
vision 1s such that 1t 1s wusually difficult

clean up temporary internet files
for them to see complex patterns P porary

Figure 6: Documents from Yahoo Answers. Label 1 denotes Science and Mathematics and label 4 denotes Computers and Internet.|



Topical Attention: Scenario and hypothesis

The topic information
matters when generating

hashtags.

Figure in (Li et al., 2016)
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Topical Attention

* Topical Attention in
a many-to-one RNN.
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Dataset used

 Twitter dataset

e 185,291,742 tweets from Oct 2009 to Dec 2009, among them
16,744,189 tweets have hashtags annotated by users.

 Randomly selected 500,000 for training, 50,000 for development,
50,000 for testing.

# Tweets | # Hashtags | Vocabulary Size | Nt(avg)
600,000 | 27,720 337,245 1.308

Table 1: Statistics of the dataset. Nt(aveg) 1s the average number of hashtags in the dataset.

Table in (Li et al., 2016)



Results

Table in (Li et al., 2016)

Methods Precision | Recall | F1-score
LDA 0.098 0.078 | 0.087
SVM 0.238 0.203 | 0.219
TTM 0.324 0.280 | 0.300
LSTM 0.470 0.404 | 0.434
AVG-LSTM | 0.472 0.405 | 0.436
VAB-LSTM | 0.489 0.419 | 0.452
TAB-LSTM | 0.503 0.435 | 0.467

Table 2: Evaluation results of different methods for hashtag recommendation. The dimension of word
embeddings is set to be 300 for all methods. All improvements obtained by TAB-LSTM over other
methods are statistically significant within a 0.99 confidence interval using the #-test.



Results (2)
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Figure in (Li et al., 2016)

Visualisation of attention

H1N1 taking hold on Istanbul. Many children got infected in H1N1 taking hold on Istanbul. Many children got infected in

last few days my son included. But there are no vaccines at last few days my son included. But there are no vaccines at

my doc's office and there's a Tamiflu shortage. #H1N1 my doc's office and there's a Tamiflu shortage. HH1N1

| should not forget to mention another great people ff | should not forget to mention another great people ff

cancerwarrior. @onetalya gotta keep getting people to be cancerwarrior. @onetaiya gotta keep getting people to be

aware that she is a great advocate. #cancerwarrior #ff aware that she is a great advocate. #cancerwarrior #ff
TAB-LSTM VAB-LSTM

Figure 4: Attention heat maps for two example microblog posts.

T,
Probably visualized using (12] in the equation ¢; = Z aih;.
Jj=1



Back to my research

* Design a new attention mechanism suitable for social tag annotation.

e Understand the processing of tagging, taking temporal factors into
consideration.
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