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Abstract

This paper presents a formalism to describe practical reason-
ing in terms of an Action-based Alternating Transition Sys-
tem (AATS). The starting point is a previously specified ac-
count of practical reasoning that treats reasoning about what
action should be chosen as presumptive argumentation using
argument schemes and associated critical questions. This pa-
per describes how this account can be extended to situations
where the effect of an action is partially dependent upon the
choices of another agent. In this context we see practical rea-
soning as proceeding in three stages. The first involves deter-
mining the representation of the particular problem scenario
as an AATS. Next the agent must resolve its uncertainties
as to its position in the scenario. Finally, the agent moves
to choosing a particular action to achieve its ends, propos-
ing presumptive reasons for particular actions and subjecting
them to a critique to establish their suitability, taking into ac-
count the choices that can be made by the other agents in-
volved. This account thus provides a well-specified basis for
addressing the problems of practical reasoning as presump-
tive argumentation in a multi-agent context.

Introduction
Practical reasoning has long been the focus of theories
and implementations for rational interaction amongst
autonomous agents. Over the last two decades there
have been numerous proposals for accounts of practical
reasoning, including amongst others, accounts based
on agents that perform planning (Georgeff & Lansky
1987), accounts that are grounded within specific logics
(Giordano, Martelli, & Schwind 2000) and those that are
based upon methods of argumentation (Atkinson 2005;
Rahwan & Amgoud 2006). The work we present in this
paper falls under the remit of practical reasoning through
argumentation. The proposal that we offer provides a formal
basis for an account of practical reasoning that exploits
the defeasible and subjective nature of such reasoning.
In the account we present we view practical reasoning as
proceeding in three distinct stages:

• problem formulation: deciding what facts, values, inter-
ests and aspirations are relevant in the particular situation;
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• epistemic reasoning: determining the current situation
with respect to the structure formed at the previous stage;

• action selection: developing the appropriate arguments
and counter arguments, in terms of instantiations of an
appropriate argument scheme, and evaluating the result-
ing set of arguments with respect to an ordering on the
social values promoted by the arguments.

The contibution this paper provides draws on existing ac-
counts of argumentation and normative systems in order to
form a unified, well-specified and automatable approach to
practical reasoning in agent systems.

In section 2 we describe an existing representation of nor-
mative systems developed by Wooldridge and van der Hoek
(2005). In section 3 we summarise a theory of practical rea-
soning proposed by Atkinson (2005) upon which our for-
malism will be based. In section 4 we define the theory
of practical reasoning in terms of the normative system de-
scribed in section 2. We then discuss how, given this formal-
ism, practical reasoning can be conducted by autonomous
software agents in the three stages above. In section 5 we
present a short, abstract example to illustrate the approach.
Finally, section 6 offers some concluding remarks.

Action-Based Alternating Transition Systems
In this section we describe the underlying normative system
that serves as the basis for our representation of arguments
about action. In (Wooldridge & van der Hoek 2005) a formal
description of a normative system is given, defined in terms
of constraints on actions that may be performed by agents in
any given state. It is this account that we will use as a basis
for formalising the argument scheme and critical questions
that we describe in the subsequent section. First, we briefly
summarise their approach.

They present an extension to Alur et al’s Alternating-time
Temporal Logic (ATL) (2002), Normative ATL∗ (NATL∗).
Action-based Alternating Transition Systems(AATSs) pro-
vide the semantic structures which underpin NATL∗. AATSs
are used for modelling systems comprising multiple agents
that can perform actions in order to modify and attempt to
control the system in some way. An AATS is used to model
the physical properties of the system in question – the ac-
tions that agents can perform in the empty normative system.
We will also adopt AATSs to model the physical properties



of the systems in which our agents will carry out their practi-
cal reasoning. Based on (Wooldridge & van der Hoek 2005),
we describe AATSs as follows.

Firstly the systems of interest may be in any of a finite set
Q of possiblestates, with someqx ∈ Q designated as the
initial state. Systems are populated by a setAg of agents; a
coalition of agents is simply a setC ⊆ Ag, and the set of all
agents is known as thegrand coalition. Here ‘coalition’ does
not imply any common purpose or shared goal: a coalition
is simply taken to be a set of agents. We will only consider
the coalition of all agents, although for problems in which a
group of agents deliberate to form a joint course of action,
the coalition machinery is useful.

Each agenti ∈ Ag is associated with a setAci of possible
actions, and it is assumed that these sets of actions are pair-
wise disjoint (i.e., actions are unique to agents). A joint ac-
tion jAg for the grand coalition is a tuple〈α1,...,αn〉, where
for eachαj (where j ≤ n) there is somei ∈ Ag such that
αj ∈ Aci. Moreover, there are no two different actionsαj

andαj′ in JAg that belong to the sameAci. The set of all
joint actions is denoted byJAg, soJAg =

∏
i∈Ag Aci. Given

an elementjn of JAg and an agenti ∈ Ag, i’s action injn is
denoted byjni.

An Action-based Alternating Transition System(AATS)
is an (n + 7)-tupleS= 〈Q, q0, Ag, Ac1, ... ,Acn, ρ, τ,Φ, π〉,
where:

• Q is a finite, non-empty set ofstates;

• q0 = qx ∈ Q is theinitial state;

• Ag= {1,...,n} is a finite, non-empty set ofagents;

• Aci is a finite, non-empty set of actions, for eachi ∈ Ag
whereAci ∩ Acj = ∅ for all i 6= j ∈ Ag;

• ρ : AcAg → 2Q is anaction precondition function, which
for each actionα ∈ AcAg defines the set of statesρ(α)
from whichα may be executed;

• τ : Q × JAg → Q is a partialsystem transition function,
which defines the stateτ (q, j) that would result by the
performance ofj from stateq - note that, as this function
is partial, not all joint actions are possible in all states (cf.
the precondition function above);

• Φ is a finite, non-empty set ofatomic propositions; and

• π : Q → 2Φ is an interpretation function, which gives the
set of primitive propositions satisfied in each state: ifp ∈
π(q), then this means that the propositional variablep is
satisfied (equivalently, true) in stateq.

In section 4 we extend this account to enable us to deal
with the more subjective elements of our theory of practical
reasoning, the agents’ interests/values. Before we articulate
this extension we first provide an overview of the account of
practical argument upon which our formalism is based.

Background Theory of Practical Reasoning
In (Atkinson 2005) an argument scheme and associated
critical questions are presented to enable agents to propose,
attack and defend justifications for action. This argument
scheme follows Walton (1996) in viewing reasoning about

action (practical reasoning) as presumptive justification
— prima facie justifications of actions can be presented
as instantiations of an appropriate argument scheme,
and then critical questions characteristic of the scheme
can be used to identify challenges to these justifications.
The argument scheme AS1 developed by Atkinson is
an extension of Walton’ssufficient condition scheme for
practical reasoning(Walton 1996). AS1 is stated as follows:

AS1 In the current circumstances R
We should perform action A
Which will result in new circumstances S
Which will realise goal G
Which will promote value V.

In this scheme Walton’s notion of a goal has been made
more precise by distinguishing three elements it encom-
passes: the state of affairs brought about by the action; the
goal proper (the desired features in that state of affairs);
and the value (the reason why those features are desirable).
Atkinson states that the underlying idea in making this dis-
tinction is that the agent performs an action to move from
one state of affairs to another. The new state of affairs may
have many differences from the current state of affairs, and
it may be that only some of them are significant to the agent.
The significance of these differences is that they make the
new state of affairs better with respect to some good valued
by the agent and typically the new state of affairs will be
better through improving the lot of someparticular agent.

Instantiations of argument scheme AS1 provideprima
facie justifications of proposals for action. Associated with
this scheme are sixteen different critical questions that can
challenge the presumptions in instantiations of AS1. These
critical questions are:

CQ1: Are the believed circumstances true?
CQ2: Assuming the circumstances, does the action have the
stated consequences?
CQ3: Assuming the circumstances and that the action has
the stated consequences, will the action bring about the
desired goal?
CQ4: Does the goal realise the value stated?
CQ5: Are there alternative ways of realising the same
consequences?
CQ6: Are there alternative ways of realising the same goal?
CQ7: Are there alternative ways of promoting the same
value?
CQ8: Does doing the action have a side effect which
demotes the value?
CQ9: Does doing the action have a side effect which
demotes some other value?
CQ10: Does doing the action promote some other value?
CQ11: Does doing the action preclude some other action
which would promote some other value?
CQ12: Are the circumstances as described possible?
CQ13: Is the action possible?
CQ14: Are the consequences as described possible?
CQ15: Can the desired goal be realised?
CQ16: Is the value indeed a legitimate value?



As described in (Atkinson 2005), each of the above criti-
cal questions can identify a source of disagreement about a
particular element of the argument scheme AS1. In posing
a critical question an opponent is making an attack on the
element of the position in question and this attack may be
stated with varying degrees of force. This leads to a num-
ber of variants that can be associated with particular critical
questions. For example, with CQ1 an attacker may simply
disagree with the description of the circumstances, i.e., deny
that R is the current state of the world. Beyond this minimal-
ist attack, an attacker may also state an alternative position
to that proposed, for example, expressing not only that R is
not the current state of the world, but instead that T is the
current state. A full list and description of the attacks and
their variants are given in (Atkinson 2005) and although we
will not address all variants of attacks in our formalisation,
we will provide an example to illustrate the point.

One further point to note regarding the argument scheme
and critical questions is that AS1 can be stated in the nega-
tive: given a particular set of circumstances, an actionshould
not be performed, as it would lead to a particular state of af-
fairs that entails some ‘goal’ which demotes a value. This
negative version of AS1 can thus be used in scenarios where
the onus is on avoiding some undesirable outcome rather
than achieving some positive outcome.

The usefulness of the approach of (Atkinson 2005) for
the analysis of practical reasoning situations has been shown
for a range of areas including law (Bench-Capon, Atkin-
son, & Chorley 2005), e-democracy (Atkinson, Bench-
Capon, & McBurney 2006) and reasoning about the morally
correct course of action (Atkinson & Bench-Capon 2006;
Chorley, Bench-Capon, & McBurney 2006). Thus far, how-
ever, the generation of arguments and critical questions has
been ratherad hoc. In order to provide rigour to the ap-
proach, it is necessary to make explicit the relation between
the arguments and questions and some well-founded under-
lying formal model. The chief objective of this paper is to
provide just such a grounding in terms of AATSs, as we
show in the next section.

Formalising Practical Reasoning as an AATS
In addition to the elements of an AATS given in section 2,
we need to extend this structure to enable the representation
of values from the underlying theory of practical reasoning.
Firstly, we have a setAv of values for each agent (which
are a subset of a setV of values). Every transition between
two states from the setQ is either promoted, demoted, or is
neutral, with respect to each value. Note that values are not
unique to agents: individual agents may or may not have val-
ues in common. More formal definitions of these elements
are given below:

• Avi is a finite, non-empty set of valuesAvi ⊆ V, for eachi
∈ Ag.

• δ : Q × Q × AvAg → {+, –, =} is a valuation function
which defines the status (promoted (+), demoted (–) or
neutral (=)) of a valuevu ∈ AvAg ascribed by the agent to
the transition between two states:δ(qx, qy, vu) labels the

transition betweenqx andqy with one of{+, –, =} with
respect to the valuevu ∈ AvAg.

We have extended the original specification of an AATS
to accommodate the notion of values and we thus re-define
an AATS as a (2n + 8) tupleS= 〈Q, q0, Ag, Ac1, ... , Acn,
Av1, ...,Avn, ρ, τ,Φ, π, δ〉

Given these above definitions, we can now re-state
argument scheme AS1 in these terms. This gives us:

AS2 The initial stateq0 = qx ∈ Q,
Agent i ∈ Agshould participate in joint action

jn ∈ JAg wherejni = αi,
Such thatτ (qx, jn) is qy,
Such thatpa ∈ π(qy) andpa /∈ π(qx),
Such that for somevu ∈ Avi, δ(qx, qy, vu) is +.

Furthermore, we can now describe each of the critical
questions associated with the argument scheme in terms of
our extended definition of an AATS1. However, before we
present these descriptions, we will first make some remarks
about the different categories that each of the critical ques-
tions fall under and state how these relate to the three stages
of the practical reasoning process that we identified in sec-
tion 1.

Firstly, eight of the critical questions represent differences
uncovered between the agents’ AATS representations. CQ2
accepts that the pre-conditions for the performance of the ac-
tion hold, but disputes the resultant state attained through ex-
ecution of the action. CQ3 does not dispute the state reached
through execution of the action but instead disputes the truth
of some proposition (the goal) within this state. CQ4 reveals
a difference between how individual agents value states of
affairs; CQ12, CQ13, CQ14 and CQ15 all represent dif-
ferences in language between individual agents (resulting,
for example, in dispute over descriptions of the state of
the world); and, CQ16 represents disagreement as to what
counts as a value. Resolution of these eight critical ques-
tions falls under the remit of theproblem formulationstage
of the practical reasoning process. In this stage agents may
disagree about what is relevant.

In theepistemic reasoningstage of the process the agent
determines which state of affairs it finds itself in within the
structure, and so CQ1 is the only critical question in the
list that can be asked at this stage. CQ1 relates to the pre-
conditions required to be satisfied for the performance of the
action. Later on in this section we will make a further com-
ment about the epistemic reasoning involved in this stage
when discussing the implications of joint actions. In this
stage agents may disagree about the facts of the situation.

The remaining critical questions comprise CQ5 – CQ11
and these are all pertinent to the final stage of the practical
reasoning process, theaction selectionstage. CQ5, CQ6 and
CQ7 all consider possible alternatives to the original action

1The AATS provides a public structure so that we do not need
to rely on notions such as beliefs and desires, which are private to
the agent. The agent’s beliefs will, of course, determine the AATS
it constructs.



proposed with each of these critical questions considering
the effects of any such alternative actions upon the the conse-
quences, goal and value, respectively. CQ8, CQ9 and CQ10
are all concerned with the side effects of the proposed ac-
tion. CQ8 and CQ9 draw attention to possible negative side
effects, whilst CQ10 can be seen as more of a supporting ar-
gument that identifies positive side effects of the action that
endorse rather than dispute the performance of the action.
It is used to question the justification, not the action. There
now remains only one critical question, CQ11, which iden-
tifies a clash between the action proposed and some other
desirable action. CQ11 arises when the goal state achieved
by the proposed action is incompatible with the goal state
of some other action that promotes a desirable value, so that
only one of the actions can be executed. All of the critical
questions discussed in this final stage propose alternativear-
guments of one type or another and so they can be viewed as
arguments that are to be compared as part of the action se-
lection process. Here agents may disagree as to how values
are ranked, and to which arguments should be accepted.

Given the above stages under which each of the critical
questions falls, we now present the formal definitions
of all the critical questions, grouped according to these
categories. We begin with those from theproblem formu-
lation stage of the practical reasoning process. The critical
questions are directed against the instantiation given as AS2.

CQ2: τ (qx, jn) is notqy.

CQ3: pa /∈ π(qy).

CQ4: δ(qx, qy, vu) is not +.

CQ12:qx /∈ Q.

CQ13: jn /∈ JAg.

CQ14:τ (qx, jn) /∈ Q.

CQ15:pa /∈ π(q) for anyq∈ Q.

CQ16:vu /∈ V.

Next we define the critical question relevant to the second
stage of the process, theepistemic reasoning:

CQ1: q0 6= qx andq0 /∈ ρ(αi).

Finally, we define the critical questions pertinent to the
action selectionstage of the process:

CQ5: Agenti ∈ Ag can participate in joint actionjm ∈
JAg, wherejn 6= jm, such thatτ (qx, jm) is qy.

CQ6: Agenti ∈ Ag can participate in joint actionjm ∈
JAg, wherejn 6= jm, such thatτ (qx, jm) is qy, such thatpa

∈ π(qy) andpa /∈ π(qx) or pa /∈ π(qy) andpa ∈ π(qx).

CQ7: Agenti ∈ Ag can participate in joint actionjm ∈
JAg, where jn 6= jm, such thatτ (qx, jm) is qz, such that
δ(qx, qz, vu) is +.

CQ8: In the initial stateqx ∈ Q, if agenti ∈ Ag partici-
pates in joint actionjn ∈ JAg, thenτ (qx, jn) is qy, such that
pb ∈ π(qy), wherepa 6= pb, such thatδ(qx, qy, vu) is –.

CQ9: In the initial stateqx ∈ Q, if agenti ∈ Ag partici-
pates in joint actionjn ∈ JAg, thenτ (qx, jn) is qy, such that
δ(qx, qy, vw) is –, wherevu 6= vw.

CQ10: In the initial stateqx ∈ Q, if agent i ∈ Ag
participates in joint actionjn ∈ JAg, thenτ (qx, jn) is qy,
such thatδ(qx, qy, vw) is +, wherevu 6= vw.

CQ11: In the initial stateqx ∈ Q, if agent i ∈ Ag
participates in joint actionjn ∈ JAg, then τ (qx, jn) is qy

andδ(qx, qy, vu) is +. There is some other joint actionjm
∈ JAg, wherejn 6= jm, such thatτ (qx, jm) is qz, such that
δ(qx, qz, vw) is +, wherevu 6= vw.

Before we conclude our definitions, we return briefly to
the issue of variants of critical questions, as discussed in
section 2. Recall that variants arise from the strength of
the argument put forward: simply denying that an element
of AS1 is as stated by a proponent is a weaker form of
argument than the additional proposal of an alternative to
the element denied. To illustrate this point we now provide
a couple of definitions of such variant arguments. Consider
first CQ2. The definition shows the minimalist attack that
can be made by simply denying that the consequences of
the action entail the goal state. If the purveyor of the attack
were to offer a stronger attack, making use of CQ2 to both
deny the consequences are as stated and suggest they are
otherwise, then we would define this as follows:

CQ2b2: τ (qx, jn) is notqy andτ (qx, jn) is qz, whereqy

6= qz.

Looking at a second example, consider CQ4. Its min-
imalist attack states that a value is not promoted by a
transition between two states. A variant on CQ4 would be
the statement that not only does the transition not promote
the value, but it actually demotes it:

CQ4b:δ(qx, qy, vu) is not + andδ(qx, qy, vu) is –.

The above examples give a flavour of how variants of the
critical questions can affect the strength of the attack put
forward and though it is not a difficult task to fully specify
the full set of variants associated with the appropriate critical
questions, due to space restrictions, we will not provide all
the definitions here.

One final point to be made regarding the critical questions
concerns an additional question that arises through defining

2The first conjunct in CQ2b and CQ4b though redundant is in-
cluded to show explicitly that it subsumes CQ2 and CQ4.



the background theory in terms of an AATS, needed to
recognise that the effects of an action may depend upon the
choiceof another agent. In an AATS actions are seen as
joint actionsthat two (or more) agents may participate in.
This means that the choice of one agent may not determine
which joint action is performed: the other agent(s) may
make choices which lead to other joint actions. Given that
we have defined all the critical questions in terms of such
joint actions, this introduces the need for a further critical
question: is the other agent guaranteed to execute its part
of the desired joint action? We shall call this additional
critical question CQ17. Such a critical question falls under
the remit of theepistemic reasoningstage of the practical
reasoning process and we formally define it as follows:

CQ17: jni = jmi, jn 6= jm andτ (qx, jn) 6= τ (qx, jm).

This concludes our definition of the critical questions as-
sociated with AS2. In the next section we provide a short
example to demonstrate how these definitions can be used to
represent and reason about practical problems.

Example
In this section we use a small, artificial example able to il-
lustrate the use of all seventeen critical questions. A con-
crete, more elaborate example can be found in (Atkinson &
Bench-Capon 2006). Our example makes reference to an
agent scenario represented as example AATSs. In Figure 1
the state labelledq5 is designated as the initial state. The
possible developments from this initial state are denoted by
the joint actions that label the arcs. Additionally, the arcs are
also labelled with the value promoted or demoted by a tran-
sition for agenti (with neutral values being omitted from the
arcs). States are labelled with a vector to denote the propo-
sitions that are true in each state. For agenti there are three
propositions that are relevant, with 1 denoting the proposi-
tion as being true and 0 as false.
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Figure 1. Example AATS for agenti.

Given agenti’s representation of the scenario as shown
above, we can see that this state transition diagram allows
for several instantiations of AS2. For example, inq5 agenti
can perform its component ofja to reachq1, promotingv5.
In q1 agenti can perform its component ofjn to reachq3,
promotingv1, and so on.

Now, in order to be able to pose the critical questions re-
lating to problem formulation, some other agent, agentk,
must have a different representation of the scenario, such as
the example diagram shown in Figure 2.

As we can see from Figure 2, there are numerous differ-
ences between the two agents’ views of the scenario, result-
ing from agenti recognising an additional proposition as rel-
evant. So, for example,i can discriminate betweenq1 and
q7, whereas agentk cannot. Thus the states in Figure 2 are
a subset of the more detailed AATS featuring in Figure 1.
Furthermore, agenti’s representation also includes more ac-
tions and values due its richer representation of the scenario.
Given the two agents’ views of the situation, we now de-
scribe, in relation to both Figure 1 and Figure 2, how the
critical questions can be posed. We begin with the critical
questions from the problem formulation stage.

• CQ2: Agentk can pose this question to state that inq1

actionjn actually leads toq2, not q3 as it does ini’s rep-
resentation.

• CQ3: In (Atkinson 2005) CQ3 was intended to express
differences between the agents as to what can be inferred
on the basis of primitive propositions. Since in the AATS
all propositions are primitive, this reduces to CQ2.

• CQ4: Agentk can pose this question againsti’s statement
that the transition betweenq2 andq4 promotesv2: in k’s
representation this transition demotesv2.

• CQ12: Agentk can pose this question to show that the
state agenti designated as the initial state does not fea-
ture in the particular scenario (because agentk does not
recognise the third proposition).

• CQ13: Agentk can pose this question to state that an ac-
tion does not feature in this scenario (because agenti in-
cludes actions not recognised byk).

• CQ14: Agentk can pose this question when the action
affects the third proposition thatk does not recognise.

• CQ15: Agentk can pose this question to state that the
third proposition does not feature in any state in the sce-
nario, as it does ini’s representation.

• CQ16: Agentk can pose this question to state that value
v5 does not label any of the arcs in its scenario, as it does
in i’s representation.

v1+

v1−

jm

jb

ja

jn

10

00

01

11
q1

q2

q3

q4
jf

v2−

Figure 2. Example AATS for agentk.

Moving on to the epistemic reasoning, the agent deter-
mines where it is in the scenario by designating some state
asq0. The critical questions relevant here are:

• CQ1: Agentk can pose this question when, for example,
it believes itself to be inq1 and agenti believes itself to
be inq7.



• CQ17: Agentk can pose this question againsti in stateq1,
where there are two actions available for performance,jn
andjm. If the action that agentk performs as part of these
joint actions is the same for both cases (i.e.,jnk = jmk)
then it is agenti’s part of the joint action that determines
which state results from executing the joint action, thusk
can question whetheri will carry out its part of the action.

After the epistemic reasoning stage, an initial set of argu-
ments can be produced from the AATS by instantiating AS2.
In the third stage, the action selection, we produce furtherar-
guments by instantiating the appropriate critical questions.

• CQ5: Inq7 if action jf is proposed in order to reachq6,
thenjl can be proposed as this will also reachq6.

• CQ6: Inq7 if action jf is proposed in order to realise the
goal of the third proposition being true, thenjb will offer
an alternative way of realising this same goal.

• CQ7: Inq5 if action ja is proposed to promotev5 thenjb
offers an alternative way to promotev5.

• CQ8: Inq1 agentk can argue thatjn should be performed
to reachq2 and so promotev1, but for agenti reachingq2

will demotev1 due to the falsity of the third proposition.

• CQ9: In q1 agenti has an argument for performingjn
since it promotesv1, but also an argument againstjn be-
cause it demotesv2.

• CQ10: Inq6 the justification for performingje could be
either that it promotesv3 or that it promotesv4.

• CQ11: Inq7 there is an argument to performjf to reach
q6 and so promotev1. However, if q6 is reached, it is
subsequently impossible to promotev5, which would be
promoted werejb to be performed instead.

This concludes our example demonstrating the use of
each critical question.

Concluding Remarks
In this paper we have presented an account of practical rea-
soning based upon presumptive argumentation using argu-
ment schemes and critical questions. We have used Action-
based Alternating Transition Systems to provide the struc-
tures from which to generate our arguments. This work is
intended to supply a rigorous basis for the investigations of
practical reasoning required in several domains such as law,
e-democracy and moral reasoning. Moreover, the machin-
ery we have provided will facilitate implementations of pre-
sumptive practical reasoning, such as that provided in (Chor-
ley, Bench-Capon, & McBurney 2006).

The division into three stages is important as it identifies
different aspects on which agents must come to agreement in
a deliberation. First they need to agree on what is relevant.
Next they must agree on what the facts are. Given agreement
on these parts, the arguments generated will be the same for
both agents. They may still, however, disagree as to how
these are evaluated, if they rank values differently3. We can

3How value orders are used to select between alternatives is
described in (Atkinson 2005).

compare this with, for example, legal decision making: first
evidence is taken and accepted or rejected as irrelevant or
inadmissible. Conflicts in the evidence are next resolved to
provide an agreed set of facts. Finally, points of law are
agreed to come to a decision.

The approach to practical reasoning advocated here con-
trasts with most existing accounts in that it is based upon a
theory of argumentation that enables the different perspec-
tives and interests of the agents involved in the reasoning
to be taken into account and evaluated accordingly. We be-
lieve this account provides an effective means to represent
and handle the subjective and defeasible nature of practical
reasoning.
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