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ABSTRACT

We present an argument-based qualitative decision-mdiange-
work in which the social values promoted or demoted by adtern
tive action-options are explicitly represented. We show hiois
framework may be used to explain the results of experimettad
nomic studies in which human subjects play the Ultimatum &am
an interaction between two participants in which one plagier

vides a sum of money between them, and the other player may

accept or reject the offer. The results of these experimards
not explained by a decision-model assuming the participant
purely self-interested utility-maximizers. Some studiether sug-
gest that differences in choices made in different cultmey re-
flect their day to day behaviour, which can in turn be related t
the values of the subjects, and how they order their valudge T
decision-framework we propose will aid software enginedes
signing decision-making mechanisms for autonomous agpats
ticularly for situations requiring agent adaptabilityr fexample,
where agents may prefer different outcome states in trédnsac
involving different types of counter-parties.
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he has decided on an allocation the players receive the amoun
proposed, and the game ends. The Ultimatum Game builds on the
Dictator Game by allowing the second player an option: ticese
player may choose to accept the proposed allocation, atriejéf

the proposal is rejected both players receive nothing. df/eis
were really motivated only by self interest, the expectatimuld

be that Dictators would keep all the money, and Proposersein t
Ultimatum Game would offer their partner the minimum amount
which would be accepted on the grounds that something, rawev
small, is better than nothing. In practice these expectat&e not
met. Experimental studies using the Dictator Game sughest t
typically 70% of dictators give non-zero sums and transfeuad

a quarter of the initial sum. None of the many studies offens s
port for the canonical model. For example, in one typicatgtu
[11], given $10 to distribute, 79% of participants gave a@gyos-
itive amount, with 20% giving away half. The mode sum given
away in that study was $3. Similar deviations are found inUhe
timatum Game: for example, Nowak and colleagues reportlieat
majority of proposers offer 40-50% and about half of resposd
reject offers below 30% [23]. These results are robust, ariith,
some variations, are replicated in all the many studies tediosek

et al. [24] report a meta-analysis of 37 papers with 75 results from

Autonomous agents are expected to make their own decisions.Ultimatum Game experiments, which have an average of 40% of-

But what is the basis for their choice? A natural inspiraticould

fered to the responder. The experiments of Hendatlal. [13],

be the basis for choice used by human agents. One suggestion t carried out over fifteen small-scale societies in twelventoes of

explain human behaviour, a foundational assumption of neech
nomic theory, is that humans act so as to maximise theirfaetis
tion, well-being or utility. The idea was stated succindtly John
Stuart Mill [22]:

“[Political economy] does not treat the whole of man’s
nature as modified by the social state, nor of the whole
conduct of man in society. It is concerned with him
solely as a being who desires to possess wealth, and
who is capable of judging the comparative efficacy of
means for obtaining that end.”

This assumption has been explored and questioned in exgrerim
tal economics. Two experiments that have been widely usethar
Dictator Game(e.g. [11]) and th&Jltimatum Gaméde.g. [23]). In
the Dictator Game the first player is given a sum of money alul to

E\;;\t he maly _give as much or little as he likes to hisEartnec@n
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five continents, report mean offers between 26% and 58%, ated n
than in some societies there is considerable variation iichwbi-
fers are rejected: however, again none suggests that tlemicah
model is followed by those making and responding to offers.

To explain why dictators and ultimatum game proposers and re
sponders do not act as predicted, a number of suggestioaHbhen
made as to what other considerations are being taken intmatc
These suggestions include: that the benefit of the otheeplaas
some positive utility; that the action of giving, in itsethnfers util-
ity; that there is a sense of fairness which suggests tocjzatits
that the money should be shared, perhaps even equally, éretwe
them; and that people do not wish to appear selfish. A number of
experiments have attempted to isolate or control for thestefs in
an effort to confirm or disconfirm their influence.

Two other points need to be made: first that there is a gre&t dea
of heterogeneity between subjects. While studies do ifjevdria-
tions across cultures, there is always a significant amdudraa-
tions within cultures. Second, the way the problem is presskoan
have a significant effect, known as tliaming effect; this effect is
noted by Bolton and colleagues [7]. An experiment by Bardsle
designed to explore these framing effects [5] shows thaattics
are significantly less generous when it is represented to that
the experimenter has given their partner the money and taey c



take as much as they want for themselves than they are intiaé us

made. Second, importantly, the argumentation framewaonkesa

framing where the dictators are given the money and asked how plain the framing effect. Whereas if the choice dependeg onl

much they wish to give away.

The contribution of this paper is an argumentation framéwor
for agent decision-making which explicitly represents suoeial
valued promoted or demoted by alternative action options. This
framework generalizes utility-based approaches and gesve more
coherent and more complete explanation of the evidencetfiese
empirical studies. Agent software engineers seek to dpvalo
tonomous software agents capable of independent deaisakimg,
including the ability to respond appropriately to situagaot nec-
essarily envisaged by the designer. If such software ageets
to be selfish utility-maximisers (in the mannertamo economi-

estimating the utility of the state reached, we should exfee
same individuals to choose the same outcome whatever it i
position, in the argumentation approach the argumenttaéaide-
pend on the initial state as well as the target state. Givarthiere
are therefore different arguments available dependingherwiay

in which the problem is framed, we would even expect to sesethe
framing effects. In the remainder of this section we will clése
the argumentation approach to these games. In section 3 lve wi
apply this approach to the Ultimatum Game. Section 4 wilt dis
cuss how these findings might be used in the design of muttitag
systems. Section 5 will provide some further discussion affet

cu9, then mainstream economic theory provides a basis for the some concluding remarks and directions for future work.

engineering of their autonomous computational decisiaking

mechanisms. Thus, we have already seen a lot of work in this 2.1 The Argumentation Approach

vein in the agents community, e.g., [25].
ings are not always utility-maximisers, as revealed by evie in
experimental and behavioural economics [18]. The invigide-
viance from the canonical model suggests that there musefe b
eficial effects in doing so. While there are considerabléatians,
suggesting that there is room, or need, for diversity, ittikisg
that the canonical model is never followed. Accordinglysidaers
of software agents may need to create autonomous commahtio
decision-mechanisms which are closer to actual humanideeis
making processes — either because such software agentsiate a
on behalf of human principals who wish their agents to mirnéirt
human decision-making processes, or because such agerits ar
teracting with other humans or with agents acting on behlalfreer
humans, or simply because this aids the functioning of antage
ciety, and produces superior mechanisms for making dexssitt

is important, therefore, for agent designers to have adoas®d-
els of decision-making which provide a good fit to actual homa
decision-making processes: we present such a model inaperp

2. BEYOND SIMPLE UTILITY MAXIMISA-
TION

One way of accommodating these results from Dictator anid Ult
matum Game experiments is to retain the idea that agentsmisaxi
their utility but to make the utility function more compliead, by
including these other factors, suitably weighted in acanog with
cultural and individual preferences. An alternative, ¢atie, ap-
proach was, however, proposed in [3] where the authors ati¥dc
an approach based on argumentation. The various possfhle in
ences are seen as reasons to motivate and justify a choigedret
the various options, and as a basis for critiquing the reasdn
fered. This results in a number of conflicting arguments ‘igian
be resolved using a technique developed in the argumemnfiatil
community [6] based on a ranking of the various motivatirgdes,
which can of course vary across individuals and cultures dj
proach was applied to the Dictator game in [3] and a numbed-of a
vantages for the approach were claimed. First, the traeapgrof
the approach: giving explanations and justifications ofdheaices
in terms of arguments is more informative and more open tdis
sion and criticism than referring to a formula for the ujilitinction
which can only be obtained by fitting the function to the clesic

lvalues in our sense should not be confused with any kind af-qua
titative measures. We use "values" in a sense common irentir
English usage, in which, for example, the values of the Hréte-
public are liberty, equality and fraternity. This senserisdrily
use by politicians and journalists, who appeal to Christialues,
socialist values, British values, etc.

However, human be-

The argumentation approach to the economic experimenésexh
on the general argumentation approach to practical reagate-
veloped in [4] The idea is that an option is presumptivelytifiesl
by an argument which instantiates an argument scheme based o
the practical syllogism. Instantiations of this scheme tteem be
critiqued by posing critical questions characteristictef scheme.

In turn attempts to rebut these critiques can be made.

The descriptive version of the scheme is as follows:

AS1 Inthe current circumstances R

We should perform action A

Which will result in new circumstances S
Which will realise goal G

Which will promote value V.

AS1 is an extension of Walton’s sufficient condition scheire f
practical reasoning [27] in which Walton’s notion of a ‘goialar-
ticulated in more detail by separating it into three elerserthe
state of affairs brought about by the action; the goal (therdd
features in that state of affairs); and the value (the readggnthose
features are desirable). The justification is only presivapt set
of critical questions can be posed challenging the variaumspo-
nents of the scheme: for example one may deny that the current
situation is as described, that the action will realise tbalgor
that the goal will promote the value. In [4] sixteen of thes&daal
guestions are given.

In order to apply this approach to a particular problem, firit
necessary to formulate the problem in such a way that iriataonts
of the argument scheme and critical questions can be idshtifior
this we follow [2] and describe the problem as an Action Based
Alternating Transition System (AATS) [28]. An AATS is a stat
transition diagram in which the transitions repregeint actions
that is actions composed from the individual actions alégldo
the agents in that state. Additionally we label the traosgiwith
the values promoted and demoted by moving from the sourteto t
target state. A summary of the AATS representation that vedsis
given below:

e Each state transition diagram comprises a@ef statesof
which one stateg0, is designated thimitial state A state is
a consistent conjunction of literals.

e Agis a set of agents.

e A, is the set ofactionsavailable to a particular agentg;.

e Jis the set of joint actions, where a joint action is a tuple
comprising one element of; for each agentg; in Ag.



Thestate transition functiodefines the state that results from A specific audiencen, for a vaf (H,v,n), is a total ordering of

the execution of each joint action in a given state. v. We say that; is preferred tov; in the audiencex, denoted
) ) ) ) ) vi >a vj, if v; is ranked higher thamw; in the total ordering de-
e A goal is a consistent conjunction of literals. A gagis fined bya.

realised in a statqif gis true inq.
Definition 2: Concepts Relating to VAFs

V is the set ofvaluesrelevant to the scenario. Let< H(X, A),V,n > be a VAF andx an audience.

a. For arguments x, y in X, x is a successful attack on y (or eatef
y) with respect to the audienceif: < =,y > € A and it is not the
case that)(y) >~ n(x).

b. An argument x is acceptable to the subset S with respect to a
audiencec if: for everyy € X that successfully attacks x with
respect too, there is some € S that successfully attacks y with
respect tax.

c. A subset R of X is conflict-free with respect to the audienide
foreach< z,y >€ R x R, eithe z,y >¢ A or n(y) =a n(z).

d. A subset R of X is admissible with respect to the audienite
R is conflict free with respect t@ and everyr € R is acceptable
to R with respect te.

e. A subset R is a preferred extension for the audiendét is a
maximal admissible set with respectdto

e The valuation functiondefines the status (promoted +, de-
moted —, or neutral =) that labels the transition between two
states.

Given this model, arguments can then be generated thatggopo
and attack particular actions based on the values promiotedgh
execution of the actions. For example, consider the simp{EA
in Figure 1. States are represented by two propositions R8N
which can be true or false. We have two agents, each of which
can perform two actions (a or b) in q1. There are thus fouriptess
joint actions and acting so as to move to g2 promotes V1 amagact
so as to move to g3 promotes V2. Where a transition promotes a
value AS1 can be instantiated to justify an agent in its perémce
of its component of the corresponding joint action. Thushee
first agent can justify doing action a by the argumengl | should VAFs extend AFs in that each argument in the graph is associ-
perform a so as to reach g2 which will make P true and promote V1 ated with the value promoted by that argument. The purpodgof
This can be critiqued by objections, suchths second agent may  extension is to distinguish attack from defeat, relativéh® audi-
not perform b and so g2 will not be reachedperforming a means ence’s preference ordering on the values. Whereas in antA¢kat

that g3 will not be reached and so V2 will not be promotdthis always succeed, in a VAF they succeed only if the value associ
second objection may be met if, for example, the agent ezpses ated with the attacker is ranked by the audience evalugtmyAF
preference for V1 over V2. equal to, or higher than, the argument it attacks. Unsubtdesis
tacks are removed, and then the VAF can be evaluated as asfand
= AF. The VAF thus accounts for elements of subjectivity it tine
7| 9210 arguments that are acceptable are dependant upon the eeidien
ab ranking of the values involved in the scenario.
A fully worked example of applying this approach to genergti
e ba and evaluating actions to the Dictator Game is given in [B]thie
V2 next section we will apply this approach to the Ultimatum @am

q3: 01

3. MODELLING THE ULTIMATUM GAME

To apply the argumentation approach to the Ultimatum Game
we must first construct the appropriate AATS. This will inwel
first identifying the propositions we wish to include in ouates,
next the actions the agents can perform, then the values sle wi
the agents to consider, and finally associate transitiotiswaiues.

Obviously the states must include the money held by the two
agents. We also wish to represent the reactions of the twerda
When the offer is made, it is important whether the secongepla
perceives it as fair, or as insulting. We therefore use agsitipn
which is true when the second player is annoyed by the offelema
At the end of the game we can consider the reaction of the first
player. In particular if the offer is rejected, a first playgno made
an ungenerous offer is likely to feel regret that he did ndérof
more. We therefore use a fourth proposition to record whetie
first player feels regret.

Next we turn to actions. Obviously we need that the first playe
can offer n% of the available sum to the second player and that
the second player can accept or reject it. The receptionftee o
receives will, however, depend critically on the size of ne Will
therefore distinguish four cases: where 50, where n =50, where
n > 0 but< 50 and where n = 0. We should also recognise that the

Definition 1: Value-Based Argumentation Framework the two actions are not chosen simultaneously, and thatitbiee

A Value-Based Argumentation Framework (VAF) is defined by a to accept or reject will depend on how the second player sdact
triple (H(X, A),v,n), whereH (X, A) is an argumentation frame-  the offer of the proposer. We therefore introduce a thiribactn
work, v = v1,v2, ..., v a set ofk values andn : X — v a map- which the second player chooses a threshold, t, above whiualilh
ping that associates a valugx) € v with each argument € X. regard the offer as just, and below which he will feel insdltiVve

bb

Figure 1: Simple AATS

Instantiating the argument scheme and the critical questioves
rise to a set of conflicting arguments. Once this set has been p
duced we need some mechanism by which we can evaluate the ar
guments to determine their acceptability. We do this by wigjiag
them into a Value Based Argumentation Framework (VAF) [6]. A
VAF is an extension of the standard Argumentation Framesvork
(AF) introduced by Dung [8], which provide a formal means of
evaluating arguments based on consideration of the atetkeen
a set of conflicting arguments. An AF can be pictured as a tdicec
graph with the nodes representing arguments, and the edges a
tack of one argument by another. The purpose is to find a sobset
the arguments which is at once conflict free (i.e. no two argus
in the subset attack one another), and collectively ableterd it-
self (i.e. any attacker of an argument in the subset is itdtdtked
by an argument in the subset). The maximal such subset edcall
apreferred extensigrand represents a maximal consistent position
given the arguments presented. VAFS, and some associatedsho
are formally defined in Definitions 1 and 2.



will assume that t> 0 and t< 50, discounting players who will
not be satisfied with even an equal share. While the secogémpla
accepts and rejects the first player can do nothing. Thisdgive
set of joint actions shown in Table 1.

Table 1: Joint Actions

Joint Player 1 Player 2
Action

j1 Al1:0Offer > 50 B1l:Sett< 50
j2 A2:0ffer 50 Bl:Sett< 50
i3 A3:Offern< 50 and> 0 | Bl:Sett< n
4 A3:Offern< 50 and> 0 | Bl:Sett>n
i5 A5:Offern=0 Bl:Sett> 0
i6 A4:Do nothing B2:accept

7 A4:Do nothing B3:reject

Now consider the transitions. An offer will have the effeft o
moving from the initial state where both players have 0 to one
where the first player has 100-n and the second player hasme-Mo
over where n does not exceed t, the second player will betedsul
Accepting the offer leaves the amounts unchanged, whiéetieg
the offer returns both amounts to 0. Where the second player i
insulted, rejecting the offer expiates the insult. Findllshe first
player has offered less than half and has been rejected hexwil
perience regret. The transitions are shown in the AATS iniféig
2.

al 100-n,n,0,0
n>50

q2 50,50,0,0

]

il

0
® 0000 g3 100-n,0,0,0

50>n>t

]

g4 100-n,n,1,0
50>t>n

-M1+C2 -C1+E

J7

J6

g5 100,0,1,0

Figure 2: AATS for Ultimatum Game

Now we must identify some values and the transitions which pr
mote and demote them. First there the economic value, theynon
which we shall call M. This can be promoted in respect both of
player 1 (M1) and in respect of player 2 (M2). These values are
promoted to different degrees according to the size of thgquls
share. Next we take from the literature that some people seem
value fairness, which we shall call E for equality. This ither
promoted or not. Third we have the value of generosity, (Gktvh
again has been identified as a motivation by various expeateng
Whereas M will be promoted to varying degrees according ¢o th

amount of money, E is either promoted or not. What of G? Exper-
imental evidence suggests that the impact of G does notasere
as the amount given increases: we will therefore consider@h
like E, is either satisfied or not, and that any effect of thee if
the gift is reflected in M(2). Finally either player may be tamt
with the outcome, and we represent this as C(1) and C(2). rAgai
we will not model degrees of contentment. Labels indicatimg
promotion and demotion of these values are shown on the AATS i
Figure 2.

We can now generate arguments. Each promotion of a value will
provide an instantiation of AS1, justifying the agent indt®ice of
its own component of the corresponding joint action, andheks:
motion of a value will constitute an objection to that actidviore-
over if the value M could be promoted to a greater degree that
would be an objection to performing the less lucrative actio

Consider first the reasoning of the second player resportiding
the offer, who will be in one of g1 to g5. In each of these states
the second player needs to consider whether rejection tifigds
Accepting stays in the same state, and does not promote &ny va
ues, and so will be chosen only if the objections to rejecting
preferred to the justification. The arguments justifyingection
and the objections to them are shown in Table 2. An argument fo
rejecting in g2 is included for completeness, although dvjates
no justification since no value is promoted, and will therefbe
defeated by any value based objection.

Table 2: Arguments for the Second Player
Argument Objections

Reject in Q1 to promote E| Demotes M1, M2
Reject in Q2 (no reason) | Demotes M1, M2
Reject in Q3 to promote E| Demotes M1, M2
Reject in Q4 to promote C2 Demotes M1, M2, C1
and E
Reject in Q5 to promote C2 Demotes M1, C1
and E

ID

Sla
S2a
S3a
S4a

S5a

This gives rise to the VAF shown in Figure 3.

Reject in
Q1
E
Reject in
Q2
no value

Reject in
Q3
E

Demotes
M2

Demotes
. c1

Figure 2: VAF for acceptance or rejection

Accept
no value

Demotes
M1
Reject in
4

C2 E

Reject in
Q5
C2 E

What the second player will do will depend on how it orders its
values. Thus an offer above 50, or below 50 but above the gdecon
player’s threshold of acceptability (states Q1 and Q3)] wiily



be rejected if the player prefers equality to both its own #rel
other player’s, money: B {M(1),M(2)}. Given the set of values

we have used, we would expect any player to accept an offer of LD | Arguments | Objections |
half the sum, since rejecting in Q2 promotes nothing and desno Fla al to promote M1 az, a3, a5 promote M1
money for both players. If the second player is insulted by n more; a2, a3 promotes
zero offer and so is in Q4, however, he has a choice of whether t G as much; a2 avoids
punish the first player and so restore its own equanimityp ¢ake demoting C1; a3 may
the money. Normally we would expect that the player will prefs avoid demoting C1 aZ
own money and its own contentment to the money and contemtmen avoids demoting C2; a3
of the other agent, and so require M(2)C(2) > {M(1),C(1) } for may avoid demoting C2
acceptance, or C(2} M(2) > {M(1),C(1) } for rejection. If E is Flb al to promote M2
preferred to both M(2) and C(2) the second player will al§eate Flc al to promote G
the offer, but here motivated by a desire for equality, rathan the Fid ?le to avoid demoting
insult.
Finally if a zero offer is made we would expect rejectionheit Fle al to avoid demoting
because of the insult, or because equality is desired. thdeero c2
offer will only be accepted if the second player prefers the o F2a a2 to promote M1 a3, a5 promote MI
ers player's money or contentment to its own contentmen{1)C more; al promotes M2
M(1)} > C(2). This would be an extreme example of altruism, and more; al, a3 promotep
we would expect it to be rare. These orderings would also tead G as much; al avoids
acceptance in Q4. demoting C1; a3 may
Now consider the first player. The arguments it will consider avoid demoting C1,; al
are shown in Table 3. No argument is proposed to reach g4: if avoids demoting C2; a3
A3 is chosen the reason is that the first player wishes to rgach may avoid demoting C3
The situation of the first player is considerably more cougitd F2b a2 to promote M2
than that of the second player, since there is a much widgerah F2c a2 to promote G
choice available, and a wider variety of values to promote. F2d a2 to avoid demoting
If the first agent is highly altruistic, so that M(2) is its nigme- C1
ferred value, then it should choose A1, since this prombiesther F2e a2 to avoid demoting
agent’s wealth to the greatest extent, and there are notuhjec Cc2
resting on M(2). Similarly if the agent prizes equality aball else F2f a2 to promote E
it should choose A2. One of Al or A2 should also be chosen if the | F3a a3 to promote M1 a5 promotes M1 more
most important thing is to avoid upsetting the second plagiace al, a2 promotes M2
C(2) may be demoted if another action is selected. If, howete more; al, a2 promotes
prefers the feeling of being generous, or its own wealthtsoown G as much; a3 may
contentment, then things become more difficult, becauseeofih- not promote G; al, a2,
certainty as to where the other agent will set its threshB&tause avoids demoting C2; a3
A5 will only succeed in promoting M(1) if the second agentfpre may demote C2
M(1) to its own contentment this action will probably be =, F3b a3 to promote M2
even by an agent who values only M(1), since the agent caaket t F3c a3 to promote G
the risk that the other agent will be that altruistic. Therageill F3d a3 to avoid demoting
therefore be most likely to choose A3, since this is as goaahgis C2
other with respect to G, and - provided n is chosen correactiil - F5a a5 to promote M1 al demotes C2; al may
promote M(1) while not demoting C(2), and risking the derooti demote C1

of C(1). The exact amount to offer will depend on the ageriésw
of what will be taken to be a fair offer, and the relative imoice
it gives to M(1) and C(1). If it prizes C(1) more - seeing the im

Table 3: Arguments for First Player

those from the small scale cultures used in [13] will form lvlasis

portant thing to be the avoidance of regret at not offeringuem, n of the explanation of diverse behaviour in the next section.

will tend to be higher than the sum the agent would itself ptdé
M(1) is preferred then the agent may choose an amount vesgclo 3 ] Explaining the Differences
to what it would itself regard as acceptable. If G is very impo
tant this will also intend to increase the size of the offerce the
higher the offer the more confidence there can be that theracti
will succeed in promoting G. If an agent had a very strongepref
ence for G or C(1) or both, then the offer might even rise to 50%
since this will ensure that G is promoted and C(1) is not dechot
Thus a cautious agent who prized these values might choose A2
even though equality was not so very important to it. Thigicau

is especially merited if the agent can make no assumptioostab
the other agent: if both agents come from the same, relgativel
mogenous, culture they may be able to predict the size of thfée

will be expected with more accuracy, and so the reactiontiovs
offers can be more reliably predicted. Cultural effectstipalarly

Using the particular value orderings of individual agemts,can
therefore account for the range of behaviour exhibited ijests
in the various Ultimatum game experiments. In all experitadine
whole range of behaviours is found, but there are differeimt¢he
proportions of people exhibiting the behaviours. The redtexpla-
nation of this is that there are cultural differences, wiiiekie an ef-
fect of the “normal” value ordering in the culture concernétiese
cultural differences are explored in [24], which divides &xperi-
ments across continents, (with US and Europe further divide
East and West) and [13], which looks at fifteen small scaleeties
taken from twelve countries on five continents.

In [24] no significant difference in the size of offer was falime-
tween their continental groupings. While, when grouped doyne



try, the mean offer varied from 51% in Paraguay down to 26% in
Peru, both of these are in the South America group and so ¢end t
cancel each other out. Where the grouping by continent did/sh
regional differences was in the responder’s behaviouramsshad
a lower rejection rate than US responders, and Western e&tegj
less than Eastern US. They were, however, unable to comethp wi
any explanation of this. Four hypotheses were exploredchase
notions taken from Hofstede [14] on the degree of individunal
and the power distance (the expectation and acceptancedtivat
is distributed unequally), and respect for authority, takem In-
glehart [16]. The only hypothesis endorsed was that offamded
to be smaller in a deferential society, although the rejectate
remained the same. There are then, few pointers from thily:stu
perhaps the grouping by continent was not appropriate, arid-v
tions are within continent rather than across them.

The results from Heinricket al [13], which looked at smaller,
more homogenous, groups are perhaps more interesting.fifidey
that:

e The canonical model is not supported in any society studied;

e There is considerable behavioural variety across sosietid

the canonical model fails in a variety of ways;

Group level differences in economic organisation and the ex
tent of market integration explains a substantial portibn o
the variation - the greater the degree of market integration
the greater the cooperation in the experiments;

Individual economic and demographic variables do not ex-
plain variation;

Behaviour in the experiments is generally consistent viigh t
economic patterns of everyday life in these societies.

These are interesting conclusions. Two dimensions wergidon
ered: how important cooperation was to the economic praatuct
of the society, and the degree of market exchange expedence
the daily lives of the society. The lowest offers were madehsy
Machiguenga people of Peru, whose daily lives involveditt no
cooperation in production, exchange or sharing beyondately
unit. This can be contrasted with the three societies mattieg
highest offers, with modes at 50%. The Lamelara of Indonesia
whose mean offer was 56%, are a whaling community, who hunt in
large canoes of a dozen or more, and the size of their preysnake
sharing obvious. The Ache of Paraguay, it is reported, |¢lasi
kill at the edge of camp, pretending to have no success. Kileg
then discovered and meticulously shared by the whole cadfh 9

of the Ache made offers above 40% with a mean of 51%. Such be-

haviour suggests a high degree of trust that the other eitiagill

Machiguenga, the society is independent, offering litited hence
not resenting being offered little. The Papua New Guineass a
given a different explanation in [13]: apparently in thes® tul-
tures accepting a gift commits one to reciprocation in tharti
members of these societies may well thus reject even goedsoff
to avoid indebtedness. Also in the middle ranking societidere
cooperation is neither essential and natural nor unneeadedia
looked for, the need to maintain the required level of coatien by
punishing low offers becomes greater. In such societieeftwe
people are likely to be more sensitive to selfish behaviowt raad-
ier to reject a low offer. The highest rejection rate outsiiPapua
New Guinea came from the Sangu farmers of Tanzania, who re-
jected 25% of offers, even though only one fifth of these wémvbe
20%. As these example demonstrate, people may have cukaral
sons for engaging in or rejecting transactions with paldicothers,
such as members of clan groups and moieties.

The overall conclusion of [13] is théthe degree of cooperation,
sharing and punishment exhibited by experimental subf#osely
corresponds to templates for these behaviours in the stshpaily
lives”, and that'preferences over economic choices ... are shaped
by the economic and social interactions of everyday lifé{ the
next section we will discuss the implications for the desi§agent
systems.

4. IMPLICATIONS FOR MULTI-AGENT

SYSTEMS

In designing a system of autonomous agents it is necessary to
include some mechanism to enable the agent to motivate aechoi
between the various candidate actions available in a giitea-s
tion. This has often been done using a quantitative appra@bha
utility function (possibly multi-dimensional) to detern@ expected
utility, which the agent can then attempt to maximise. Weeharo-
posed a qualitative alternative, in which the agent deteeswhich
of its values will be promoted and demoted by the availahiioas,
and then chooses by resolving the competing justificatigneb
erence to an ordering of these values.

The role of the systems designer is thus to consider how best
these values should be chosen. The Ultimatum game sugbests t
one rationale can be provided by the degree of cooperatidn an
economic interaction that is involved in the agent system.

First consider a relatively closed multi agent system inclvhi
agents interact with other agents from outside relativigiel The
agents may have specialist roles within the system, but gney
in fixed and stable relationships, rather akin to a subsistéam-
ily group. When such agents need, for example, to competa for
shared resource, the above discussion would suggest dyataim
be effective on a simple model of maximising their own ecoiwom

behave as expected on behalf of the hunter. The Orma of Kenyaultility. In such a situation it may well be that pure marketckes

related the game to a local institution of village level ciinitions
to public good projects such as schools or roads.

The rejection rates also exhibit interesting variationse Mach-
iguenga, although making the lowest offers, also have a &pcr
tion rate, rejecting only one in ten offers below 20%. The etara
reject no offers, even experimenter generated offers less20%
(no actual offers this low were made). The highest rejectidas
of offers (including offers above 20%) appear in societasked
around the middle of the dimensions used by Hengthl. Two

will be able to determine an efficient allocation, and that¢hnon-
ical economic model is the one to use. In our terms this wonrld e
phasise the value M for the proposer and minimise the valuar C f
the responder (aelfish ordey. Another reason why we might ex-
pect market forces to be more appropriate to this kind ofesyss
that certain other fundamental assumptions, such as peirfeely
available, information, are more easily satisfied. Closagle-
company, multi-agent systems, such as the telecommuuiissger-
vices maintenance system described in [21], may be viewed-as

such groups, the Au and the Gnau of Papua New Guinea rejectedamples of such systems.

not only low offers, but also offers of greater than 50%. Frben
rejection behaviour, one might conclude that in some siesiglike
the Lamelara cooperation is simply a way of life, and geneafu
fers are made routinely and accepted routinely. In othéms,the

At the other end of the spectrum, in some very open multi agent
systems it may be that cooperation with unfamiliar agent®en-
tered in a flexible way not determinable in advance, is egdent
For example it may be necessary that the operation of suchk-a sy



tem requires the agent to gather information from other esgamd

to share information with them in turn. In such a system the ge
erous and tolerant attitudes of the Lamelara and Ache mayepro
beneficial. This would be achieved by emphasising the valle o

and being relatively indifferent towards which agent M was-p

moted in respect of (aaltruistic order). An example of such a

multi-agent system could be the multi-agent vehicle traffsur-
ance claims system of [1], were it to extend beyond the smelly
of initial companies involved in the project.

Between these extremes there are many multi-agent systeers w

agents require interaction with unfamiliar agents on asgtar ba-
sis, and it is necessary for agents to be able to do busindssmne

which different actions may promote or demote, and, by agsym
an ordering over such values, enables a decision-makingt &ge
rank the possible actions. Because the behaviour of petgplang
the Ultimatum Game observed in experimental situationst€r-
plained by the standard model of an economic decision-mesker
selfish utility-maximiser, our approach provides a novel eoher-
ent interpretation of this empirical data. As such, our apph also
provides a new decision-mechanism for agent designersngist
implement actual human-decision-making processes.

There are several advantages of our new approach. Firstly, o
approach enables a coherent account to be given of the eaipiri
evidence which allows for inter-cultural and inter-temgdatiffer-

another, but where it is proper that some price be demanded. | ences in behaviours; in particular, our approach does natnesthe

such applications, the notion of punishment becomes iraptrit
is necessary that agents are kept aware of their respatissbtb-
wards one another, while allowing them to pursue their ovterin

labelling of actual human behaviours ‘agational” when these
behaviours are inconsistent with the prevailing theoa¢timodel
[20]. As such, our framework therefore provides a more ganer

ests to a reasonable extent. This would suggest an empha€is o model of human decision-making than the selfish utility-imaser

for the responder and tempering the estimation of M by theofise

C by the proposer, to ensure that the agent was sufficientbjitse
to the possibility of punishment for this to be effective€aponsive
order). Examples of such multi-agent systems may be dfietra-
source allocation systems where prices are used to allaogiert
gate access, as in the multi-agent system of [17].

Variation in agents is desirable since the tasks they perford
the contexts in which they operate vary. Different mechasisvill
give different behaviours and these will be appropriateiffergnt
situations. The use of decision making using value basedveg-
tation offers a relatively simple way in which these diffeces can
be incorporated, and one which can be related to the emipifica
servation of various human societies. But in order to maleafis
these variations we have to abandon the idea that there mngke si

right answer to what agents should want, and instead be naepa

to draw inspiration from the diversity of cultures that haveerged
in human societies.

The transparency of the explanation also provides distidet
vantages when agents are able to discuss their behavidueach
other. The ability to provide explanations and argumergsfjting
the acceptance or rejection of offers and bids has been feenyd
beneficial in negotiation [26]. Suppose an agent were tcreje
offer of a third of the available amount: it could be of futurse

model. Because our model is qualitative, it is also more ggne
than quantitative models which incorporate social welfate the

utility function of a decision-maker, as in [15]. Secondiyr argumentation-

based approach can, unlike an approach based solely ontguant
tive utility, explain the framing effects seen in the citegheriments
such as [5]. If the choices made by experiment participasts d
pended only on estimating the utility of the state reachexdshould
expect the same participants to choose the same outcomewshat
their initial position; in the argumentation approach, amtast, the
arguments available to a decision-maker depend on thelistite
as well as on the target state.

Thirdly, the proposed argumentation approach is transpasiece
reasoned justifications for selected decision-optionsaatemati-
cally generated: giving explanations and justificationhefchoices
in terms of arguments is more informative and more open tudis
sion and criticism than referring to a formula for the ujilitinction
which can only be obtained by fitting the function to the clesic
made. For software agents which need to explain their action
recommendations to their human principals and for humam- pri
cipals who wish to guide their subordinate software agethis,
is a very important feature. This transparency also makesr cl
the tradeoffs involved when there are competing values,nraa-
ner absent from multi-dimensional utility maximizing mdslefi-

to know whether this was done because the agent was insylted b nally, our approach allows for greater flexibility in agergsayn.

the size of the offer, or because of a desire to ensure thatbey-

A rational agent may be required to adopt a different valuge=o

ers received the same amount. In the one case the proposkt wou at different times, or for different types of interactiongiwother

have no reason to increase the offer (unless he was premaoéd t
fer half), whereas in the other he should perhaps recoghéteat
larger offer would be more acceptable in the community ohége
in which he finds himself. By receiving this kind of informarti
about the value ordering of the other agents, the propogmstisr
able to predict what the other agents will do. It may also tmrde
able for the agent to modify its own value order so that itdsiens
are not continually frustrated by the choices of other agdntthis
way, one might see a kind of cultural assimilation. A simitiea,
although essentially based on an underlying utility fumetican be
found in [19]. We believe that our approach will be able toiach
similar benefits, but in a more straightforward and transpaman-
ner.

5. CONCLUDING REMARKS

In this paper we have presented an argumentation-based qual

itative decision mechanism for agents facing a choice dbast

and used this mechanism to model observed empirical balvavio

by people playing the Ultimatum Game in experimental siturest
Our decision-mechanism explicitly recognises altermatralues

agents, or for interactions with different types of agentsn dif-
ferent decision-making contexts. Our framework allowd\safe
engineers to create agents capable of such adaptabilpiade of
narrow-minded agents capable only of maximizing numenieél
ues.

The approach here opens several lines of empirical inaestig
tion. One possibility - which should be of interest to expezital
economists - would be to determine a value order appropigede
particular culture, either by looking at their everyday wahlife,
or by direct elicitation, and simulate the playing of theikiatum
Game by a group of such agents using this value ordering, with
some probabilistic deviation. The results of the simutatould
then be compared with that found in Ultimatum Game experisien
within that culture. Such an experiment would confirm thelaxp-
tory possibilities of our approach. A more agent orientditeel of
enquiry would be to apply the three kinds of value order taexa
ples of the three kinds of system described above. The hgpisth
would be that the performance of, for example, a closed syste
would be optimised by agents with a selfish order, while a very
open system would perform best with agents using an alicuist



der.

Such an experiment would go a long way to demonstrahiag t

effectiveness of this approach to agent design. A third dihen-
quiry would be to apply this approach to further, more sajdased

experiments, such as the Coloured Trails Framework [12};, em

ployed in agent systems to investigate agent reasoning ativer
agents in negotiation contexts [9], [10]. Finally the tnaaxency of
the model permits investigation of adaptation of behavtbtough
reordering of values in the light of success and failure.

We believe that we have presented an approach to modelling be

haviour in certain experimental economics scenarios thanjis
their ready and transparent simulation in agent systems.béVe
lieve that our model will facilitate the transfer of congideons de-
termining human decisions to agent systems. Moreover wgestig
that these considerations can help to identify the behavidnich
is appropriate to different styles of multi agent system.
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