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Abstract

Walton’s argumentation schemes with associated characteristic criticad que
tions have been the inspiration for a number of approaches to compatatiod-
elling of argumentation. Walton's schemes were originally intended foirute
analysis of natural language argument: once the scheme had betfiedehe
critical questions were able to identify ways in which the presumptive ceiwziu
of the argument could be challenged. For these purposes, the fatitalianeed
not be too rigorous, and a number of schemes exist in a variety of simitar
subtly different formulations. To be used as the basis of a computatioodél
intended to generate arguments, however, it is necessary to makerthédton
of the schemes precise and to provide a grounding in a concrete krysvigadel.
As yet, few schemes have undergone this process. In this paper wilusil
trate the process of developing an argumentation scheme for compatatsarby
considering the development of Walton’s sufficient condition schemeracti-
cal reasoning into a fully formalised basis for computational practiGdaring.
We will then discuss some other schemes, related to the Argument frsitioRdo
Know, and how these might be used, or adapted for use, in computat@eaxts.

Introduction

Two of Douglas Walton’s ideas have had a particular influemrcenodelling argumen-
tation in Artificial Intelligence. One is the notion of digjoe types, developed with
Eric Krabbe [14], and the other, which will be the topic ofsipiaper, is the notion of
argumentation schemes as presumptive justificationsesuty critique using a num-
ber of questions characteristic of the scheme [13] [15].

Walton’s notion of argumentation schemes developed outsloing standing in-

terest in fallacies. In particular there is a need to accéurthe fact that many of the
well known fallacies often seem to be used quite properlyufgpsrt positions in ev-
eryday argumentation. Thus, although fallacies such aAttpement from Ignorance,
Argument from Expert Opinion and various forms of abductivgument, are strictly
speaking logical fallacies, they also seem, in the rightwirstances, to be accepted
as justifying their conclusions. Thus the fallacy can bensg&t so much in the form



of the argument, but rather in the improper use of the argam8n, the notion of
argumentation schemes was developed in order to explaiprtper use of such ar-
guments: argumentation schemes represent stereotypittafs of reasoning which
can presumptively support conclusions when used propeulywhich have also the
possibility of being fallacious when improperly used.

For proper use, first it has to be recognised that these amsmestify their con-
clusions only presumptively: anyone using such an argummesst, when challenged,
be prepared to offer further justification or else withdré&e tonclusion. Second it has
to be accepted that the conclusion depends on a number ahpssas, characteristic
of the scheme. While these assumptions can legitimately e rihey need to be
justified if questioned in the context in which the schemeapldyed. For example,
if an argument from expert opinion is used, it is assumedtti@expert was making
a sincere, unbiased pronouncement on a topic within his éietkpertise. The con-
clusion must therefore be withdrawn if reasons to think thatexpert is biased can
be produced: for example that his research was sponsoredvignafacturer with a
vested interest in his conclusions.

The primary use for these schemes was for the analysis ofatigtoccurring ar-
guments. Given a piece of prose setting out an argumentegtectould be broken
up into individual arguments. Where these representeditiatens of argumentation
schemes, they could then be considered, using the criticgdtipns characteristic of
the particular schemes, to see whether they were acceptalbether they had failed
to address the critical questions sufficiently to dischahgeburden of proof. In this
form they proved a useful tool for informal logic. With redao Al, the first use of ar-
gumentation schemes was in argument diagramming systemrgsnm&nt diagrams had
originally used Toulmin’s scheme [12], as in e.g. [8], but tither range of schemes
proposed by Walton gave a greater scope which could be ¢égg@loi more general
argument visualisation tools such as Araucaria [9]. Comarial modelling of argu-
ment is not, however, limited to analysis of argument — thieeedso a desire to generate
arguments from some underlying knowledge model. Sincaalsdtgumentation is not
restricted to logical deduction, the use of argumentatairemes gave promise that a
richer repertoire of arguments based on these schemes loegdnerated, extending
the scope of computational argument. For example, the mufficondition scheme for
practical reasoning was used in [3] to provide a computatiorodel of justifications
for actions: this particular line of work will be further digsssed in section 3. More
generally, the Carneades system [7] explicitly uses argt@tion schemes as the main
driver for its inference mechanism.

In this paper we will consider the use of argumentation sasefar the compu-
tational generation of arguments. In section 2 we will stapkba little and consider
some practices in Al developed independently of the infoétogic work on argumen-
tation schemes, but which share some of the motivations laadcteristics. In section
3 we will discuss the adaptation of a particular scheme fonmatational use, and in-
dicate some of the clarifications and decisions that areinedjif this is to be done
successfully. In section 4 we will look at some other scherthese related to Position
to Know, and see how far they meet, or can be made to meet, thirements for
computational use. In section 5 we offer some concludingarém



2 Al Before Argumentation Schemes

Just as informal logic recognised that sound deductiveoreag was insufficient to
analyse the whole range of legitimate arguments that caséde o too Al found that
it was necessary to go beyond deduction and make use of sigélaoning patterns in
order to be able to derive the kind of conclusions it desired.

In classical Logic Programming, the need to use Horn Claogi to make the
computation tractable posed some difficulties for reprissgmegation, since the heads
of such clauses were positive literals, meaning that wedcoetver conclude that some-
thing wasnot the case. The solution was to extend Horn Clauses with megas
failure, so that if a particular fact could not be demonstigtom the program, it was
taken to be false. This is, of course, simply a form of the Amguat from Ignorance:

| do not know that X is the case, so X is not the case

and is in general fallacious. In order to be a legitimateifigstion for X, the as-
sumption thatf X were the case, then X would be knewas to be satisfied. In Logic
Programming this was addressed through the Closed Worldmsison, which effec-
tively assumes that everything, or at least everything ofceon to the program, is
known to the program. While this assumption is not generalig,tthe assumption can
be made under circumstances formalised in [6]. What Clarggses is theompletion
of the databasearguing that negation as failure may be used soundly foesatation
R if the procedure for R is complete (a procedure for a refaigothe set of clauses
with the relation as head, and completeness means that apatiuses for that rela-
tion exist: i.e. the clauses constitute individually suéfit and collectively necessary
conditions). If the procedure is complete, then the clan$#se procedure can be seen
as individually sufficientand collectively necessagonditions, so that if none of the
clauses are satisfied, the negation of the head is logiaadtifipd.

This aspect of logic programming bears striking similagtto Walton’s notion of
argumentation schemes. A style of reasoning which is paignfallacious is used,
but conditions under which it can be regarded as legitimaggeovided. We could see
the Closed World Assumption as a critical questioan we be sure that the clauses of
this procedure collectively supply a necessary conditioritfe truth of the predicate?

Another common form of system dating from the 1980s is theegystem which
operates by using backward chaining on a set of observatiofisd an explanation.
This explanation is onlghe solution if the system has all possible explanations in the
knowledge base. This can be seen as using an argumentdtemecArgument from
the Best Explanation, but relies for its legitimacy on thiseeng no other explanations.
Again therefore, this requires the Closed World Assumpt@hold, and so is again
subject to the critical question proposed above. Note Hexethe role of the Closed
World Assumption is different in that it is required eventietsystem makes no use of
negation.

For a third argumentation scheme relating to the logic @ogrand expert systems
of the 1980s, consider the use of Query the User [11]. Ofteaxaert system will
gather facts from the user, and accept these facts unguiesfiy The justification of
these facts, therefore, is simply that the user stated thdis.might be seen as use of
an argumentation scheme akin to Argument from Position tovKrsince the user is



assumed to be able to answer the questions correctly. Itrdmghowever, satisfy the
critical questions for such a scheme: there is no reasonlievbehat the assumptions
of that scheme are met, and no assurance that the user wilhderes. It is perhaps
better to regard the justification as being an Argument fralarRCommitment,you
should believe this because you told it to,méich at least should have persuasive
force for the user who supplied the information.

We can see therefore that these early programs were eéfisctivaking use of ar-
gumentation schemes — exploiting potentially fallacioatigrns of reasoning in order
to produce conclusions which could be justified even thougfHogically inevitable,
subject to certain conditions being satisfied. Note, howebat these conditions —
the analogue of critical questions — are couched in termstwaie very specific to
the knowledge model being used. This is essential if theyt@il#e given a precise
and formal statement suitable for use within a computatior@del. The informally
expressed critical questions associated with the scherae®g however, completely
avoided. For example, with respect to the Argument from tgnoe, we can pose crit-
ical questions such ddas an appropriate effort to find the information been made?
andls this the kind of knowledge which can be said to be compl&tesse questions
are properly directed at the designer of the program: thgrpro is acceptable only
if the claim that the procedure is complete can be made, asdetuires proper care
on the part of the designer, and that the Closed World Assompte applied only to
predicates for which complete knowledge is possible. Thusea will only accept the
conclusions using these argumentation schemes if theanfgence that the critical
guestions have been considered and resolved in the desige system.

The lessons from this are first that it is very natural to uggientation schemes
in computer systems: similar problems were being encoedtand similar solutions
proposed independently in both Al and informal logic. Thatdbution of Walton’s
notion of argumentation schemes is that it gives a betterale for the common Al
practices. The second lesson is that informal analysigyofraent is not required — and
because it is designed to operate on natural language cesasmnably be required
— to give very precise and rigorous definitions of the scheamesthe questions. In
contrast, in computational contexts, because the scheraesparating on a well de-
fined knowledge model, it is both possible and necessar€if aire to be applied by
the program) to provide precise definitions in terms of thdaulying logical model.
This is clearly shown by a comparison of the various fornmatet of Argument from
Ignorance and the specification of the Closed World Asswngr logic programs.
In the next section we will give an extended case study of daptation of an informal
argumentation scheme for computational use.

3 Development of the Sufficient Condition Scheme for
Practical Reasoning
Argumentation schemes can be used both for reasoning ableefistand for reasoning

about actions, known gzractical reasoning Philosophical work on practical reason-
ing has centered on the practical syllogism introduced bigtétle, but is regarded



as somewhat problematic because it is essentially abéuaisl thus potentially falla-
cious. Walton’s notion of argumentation schemes offerdisn to these difficulties,
and in [13] he offers two argumentation schemes for pralatizsoning: the sufficient
and the necessary condition schemes for reasoning abdat.athese schemes treat
the practical syllogism not as deduction, but as a preswmptigumentation scheme.
Our discussions concentrate on the sufficient conditioemehwhich is as follows:

W1: G is a goal for agerd
Doing action A is sufficient for agerato carry out goal G
Therefore agerd ought to do action A.

Walton associates with this scheme four critical questions

CQ1: Are there alternative ways of realising goal G?

CQ2: Is it possible to do action A?

CQ3: Does agerd have goals other than G which should be taken into account?
CQ4: Are there other consequences?

This scheme is perhaps sufficiently precise for analysifaynmal arguments, where
the goal can be interpreted as the context demands. But, haweepreviously argued
in [3], the notion of a goal here is ambiguous, potentialfgneng indifferently to any
direct results of the action, the consequences of thostiseand the reasons why those
consequences are desired.

Consider someone who wishes to travel to London to meetrdfrigohn, who will
shortly be leaving the country. Using W1 any of the followitgee arguments could
justify his action:

W1a: | wish to be in London
Going to London is sufficient for me to be in London
Therefore | ought to go to London.

W1b: | wish to see John
Going to London is sufficient for me to see John
Therefore | ought to go to London.

W1lc: | wish to maintain my friendship with John
Going to London and meeting John is sufficient for me to maintay
friendship with John
Therefore | ought to go to London (and meet with John).

That the distinction is important can be seen by the objestihat can be made
against the different arguments. ‘John is in Manchestegni©bjection to W1b and
Wl1c but not Wla. Similarly telephoning John is an alternateW1c but not for
the other two. Moreover we need to establish which of thesenwan for the pur-
poses of mapping into our knowledge model: if we want Wlc, themmust explicitly
represent meeting John in our state, whereas for Wla it icuffito allow it to be



a consequence of the propositions true in the state. Thegepration of the goal of
W1b also has implications for the knowledge model.

We therefore see uses of Wla-c as enthymemes for a competeearalong the
lines ofl want to be in London to meet John in order to maintain ourrfdship: going
to London is sufficient to achieve this, so | ought to go to loond\ccordingly, in [3]
Walton’s scheme is developed into the more elaborated sehem

ASL1 In the circumstances R
we should perform action A
to achieve new circumstances S
which will realise some goal G
which will promote some value V.

What this scheme does in particular is to distinguish threees which are con-
flated into the notion of goal in Walton’s scheme. These dspe: thestate of affairs
which will result from the action; thgoal, which is those aspects of the new state of
affairs for the sake of which the action is performed; andvhiele which is the rea-
son why the agent desires the goal. As indicated by the exaaipve, making these
distinctions opens up several distinct types of altereativthe recommended action.
We may perform a different action to realise the same stagdfairs; we may act so
as to bring a different state of affairs which realises theegoal; or we may realise
a different goal which promotes the same value. Alternbtiv@nce the state of af-
fairs potentially realises several goals, we can justifydbtion in terms of promoting
a different value. In coming to agreement this last podsihihay be of particular im-
portance: we may want to promote different values, and seestgr perform the action
on the basis of different arguments. Furthermore, diffeagents may have their own
different values that they want to promote leading each ep@se different actions to
achieve a goal.

For an example suppose that Trevor and Katie need to traWaris for a confer-
ence. Trevor offers the argument “we should travel by plaeeabse it is quickest”.
Katie replies with the argument “we should travel by traicdngse it is much pleasan-
ter”. Trevor and Katie may continue to disagree as to howdaweet but they cannot
deny each other’s arguments. The conclusion will be sometlite “we should travel
by train because it is much pleasanter, even though tragelly plane is quicker”.
Because two people may have different preferences, vahtesests and aspirations,
people may rationally choose different options: if Katiefers comfort to speed she
will rationally choose the train, but this does not mean thatvor cannot rationally
choose the plane if he prefers speed to comfort. To relateotitk to the AS1 scheme,
we can through this example see the distinction between leagdaa value. The goal
is to be in Paris for the conference, and this is not in disptite dispute is how that
goal should be realised and turns on the values promotedebgitierent methods of
travel. What is important is not the state reached, but theimashich the transition is
made from the initial state to the goal state.

Starting from the definition of the AS1 scheme, we can makestesyatic effort
to identify critical questions. We can question the varielsments of the scheme, for
example, whether the action is possible, or whether theevialsomething worthy of



promotion. Also we can question the connections betweenaaits: does the action
bring about the state; does the the state realise the goalfF&tally we can consider
alternatives in a more articulated way: we can realise tla lgp reaching a different
state, or promote the value by realising a different goalthla way we can hope to
determine a complete list of critical questions. As givef8inAS1 has associated with
it sixteen critical questions:

CQ1: Are the believed circumstances true?

CQ2: Assuming the circumstances, does the action havedtezlstonsequences?
CQ3: Assuming the circumstances and that the action hasategl€onsequences, will
the action bring about the desired goal?

CQ4: Does the goal realise the value stated?

CQ5: Are there alternative ways of realising the same caresgzps?

CQ6: Are there alternative ways of realising the same goal?

CQ7: Are there alternative ways of promoting the same value?

CQ8: Does doing the action have a side effect which demotegatue?

CQ9: Does doing the action have a side effect which demotes sther value?
CQ10: Does doing the action promote some other value?

CQ11: Does doing the action preclude some other action whdad promote some
other value?

CQ12: Are the circumstances as described possible?

CQ13: Is the action possible?

CQ14: Are the consequences as described possible?

CQ15: Can the desired goal be realised?

CQ16: Is the value indeed a legitimate value?

Thus far we have elaborated the scheme so as to give a spimifichwhat we
require. This is, however, not yet enough for computatiarsd: we need to relate
the scheme and the critical questions to an underlying kedgd model. One way
of doing this would be to use a BDI model, as in [2], but a moreired approach is
to use a state transition system. In [1], AS1 and CQ1-16 wefiaed in terms of an
Action-based Alternating Transition System (AATS), a stae originally defined in
[16].

For an AATS we begin with a finite s€ of possiblestateswith gy € Q designated
as theinitial state Systems are populated by a #etof agents Each agent € Agis
associated with a séic; of possible actions, and it is assumed that these sets ohacti
are pairwise disjoint (i.e., actions are unique to agentlp set of actions associated
with the set of agentdgis denoted byACa,, SOAC4, = UieAgAQ.

A joint actionj¢ for a set of agenté\g is a tuple(as,...), where for eachy;
(wherej < K) there is some € Ag such thato; € Ac;. Moreover, there are no two
different actions; anda;- in ja, that belong to the samic;. The set of all joint
actions for a set of agentsg is denoted byls,, S0Jay = HieAg Ac;. Given an
elemeng of J4, and an agerite Ag, i’s action inj is denoted by".

As given in [1], this allows an AATS to be defined as follows:



An Action-based Alternating Transition SystéAATS) is an f1 + 7)-tupleS= (Q,
Qo, Ag, Acy, ... ,Ac,, p, 7, D, ), where:

e Qis afinite, non-empty set citates
e (o € Qis theinitial state
e Ag={1,...n} is afinite, non-empty set @fgents

e Ag; is afinite, non-empty set of actions, for each AgwhereAc; N Ac; = () for
alli #£j € Ag;

o p:Acy, — 2Q is anaction precondition functignwhich for each actiomx &
Acy, defines the set of state$a) from whicha may be executed;

o 7: Q x Ja, — Q is a partialsystem transition functiorwhich defines the
stater(q, j) that would result by the performance jofrom stateq. Note that,
as this function is partial, not all joint actions are pobsiin all states (cf. the
precondition function above);

e & is a finite, non-empty set @tomic propositionsand

e 7:Q— 2% is aninterpretation functionwhich gives the set of primitive propo-
sitions satisfied in each state:pfe 7(q), then this means that the propositional
variablep is satisfied (equivalently, true) in stade

In order to express preferences between states, the AAT®xtasded in [1] to
include a notion of values. The idea is that a value may be ptedhor demoted (or
neither) by a transition between two states.

e Au; is a finite, non-empty set of valuel; C V, for eachi € Ag. The set of all
values for a set of agentsy is denoted bydv 4.

e 0:Q x Q x Avay — {4+, —, =} is avaluation functiorwhich defines the status
(respectively, promoted, demoted or neutral) of a valgeAv 4, ascribed to the
transition between two state$(g;, ¢;, v) labels the transition betweepnandg;
with one of{+, —, =} with respect to the value € Av,,.

Given this knowledge model we can define AS1 and its criticalstjons in terms
of it.

AS2 The initial stateyy = q, € Q,
Agenti € Agshould participate in joint actiop, € Ja, wherej,, = a;,
Such that (g, j») is qy,

Such thap, € m(qy,) andp, ¢ 7(d.), orp, ¢ m(dy,) andp, € 7(a.),
Such that for some, € Av;, (0, Oy, Vi) IS +.

CQ1:qp # 9, andqy ¢ p(ey).



CQ2:7(d, j») is notq,.
CQ3:p, ¢ m(qy).
CQ4:6(qy, Gy, Vy) is not +.

CQ5: Agenti € Ag can participate in joint actiof),, € Jag, wherej,, # j,,, such that

CQ6: Agenti € Agcan participate in joint actioj),, € Ja4, Wherej,, # j,,, such that
7(9z, Jm) 1S 0z, Such thap, € 7(q.) andp, ¢ 7(q.) orp, ¢ 7(9.) andp, € 7(q.).

CQ7: Agenti € Agcan participate in joint actioj), € Ja4, Wherej,, # j,,,, such that
7(Qz, jm) IS Q2, such that(q,, g., V.,) IS +.

CQ8: In the initial statey|, € Q, if agenti € Ag participates in joint actiof, € Jg4,
thent(a., j») is d,, such thap, € 7(q,), wherep, # py, such thab (., gy, v.) is —.

CQO9: In the initial state], € Q, if agenti € Ag participates in joint actiof), € Jag4,
thenr(q,, j») is gy, such thad(q,, gy, Vi) is —, wherev,, # v,,.

CQ10: In the initial state),, € Q, if agenti € Ag participates in joint actiof, € Jag,
thent (., j») is 0y, such that (g, gy, V) iS +, wherev,, # v,,.

CQ11: In the initial state), € Q, if agenti € Ag participates in joint actiofy, € Jg4,
thenr(q,, j») is g, andd(q,, 0y, V.,) is +. There is some other joint actipn € Jag,
wherej,, # j, such that-(q,, j,.) is q., such that(q., g., Vi) IS +, wherev, # v,,.
CQ12:q, ¢ Q.
CQ13:j,, ¢ Jag.
CQ14:7(Qe» jn) ¢ Q.
CQ15:p, ¢ w(q) foranyqg € Q.
CQ16:v, ¢ V.

Only now — having come a very long way from W1 — do we have an aegation
scheme capable of use for the computational generatiorgaofh@nts. Of course, in

producing these definitions, some interpretation of thgioal questions in terms of the
target knowledge model was necessailso, of course, it would have been possible

1In [1] a seventeenth critical question was added to thedigligtinguish cases where an action failed due
to the intervention of another agent, as permitted throughute of joint actions in the underlying AATS
structure. This question could be covered by CQ2, but theotittee AATS allows us to make the useful
distinction between actions which fail because of the astiof another agent and those that fail from natural



to use some other underlying model. What is essential, haniswhat we have a well
specified model of the knowledge we will use to generate tharaents, and a well
specified description of the scheme and the critical questio terms of that model.
Whereas in the analysis of informal argumentation the schemethe questions can
be interpreted (and re-interpreted) in terms appropriatéhé particular context, for
computational use all this needs to be fixed in advance.
Thus we can see that there are a number of steps that need nol&daken when

developing an argumentation scheme for computational use:

1. Any ambiguous terms in the argumentation scheme must de pracise. This
may involve replacing one term by several, since the scopleeaierm appropri-
ate to the context cannot be determined at run time;

2. Given the elaborated scheme, all critical questions restentified in a sys-
tematic manner;

3. A suitable knowledge model must be selected;

4. The scheme and the critical questions must be restateminrstof the model;
this may involve some further interpretation.

So far this full process has been performed for very few sesernm the next section
we will look at the use of a family of related schemes in a cotational context.

4 Position to Know in a Computational Context

In this section we will consider a family of argumentatiohemes which can be termed
Position to Know schemes. Essentially all of them have tinen 8 is in a position to
know whether P: X says that P, so Phe different schemes arise from what puts X in
a position to know that P. Some examples are:

e a period of study which has made X an expert (Argument fromeExPpinion);
e being present at a particular place and time (Argument fratn&¥s Testimony);

e being a particular person, as when we safould know whether that hurts or
not (Argument from Privileged Access);

e some kind of public standing or community acceptance (Arguoitfrom Author-
ity).

Some of these, particularly the first two, have receivechtitia in the Al and ar-
gumentation literature (see e.g. [7] for Expert Opinion ptjdor Witness Testimony).
However, these accounts do not necessarily have the pragagsis necessary for
computer generation of arguments. In [4], no specific @itgquestions are given; in-
stead there is a discussion:

causes, and so the additional question better exploitsrtbelkdge model we are using.
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The role of such critical questions has been discussed sExédyn in the
legal literature on witness testimony and examination. ugci[10], p.
325) has identified three requirements of the credibilityhaf testimony
of a witness that can be questioned: (1) veracity, or whetemwitness
believes what she said, (2) objectivity, or whether what veg®rted cor-
responds to the event believed, and (3) observationaltsgtysior obser-
vations of linkages between events. Bromby and Hall [5] siedfia system
to advise on the credibility of witness testimony by citiragtors of (1)
competency, (2) compellability, including the connecti@mtween the wit-
ness and the accused and any immunity the witness may hadg3an
reliability, which includes position to know factors. Tleeremain many
fine points to be clarified.

The kind of considerations mentioned here are quite apj@a@pior human use on
an informal instance (and for the kind of analysis undentaike[4]), but would be
less suitable for computer realisation. This is perhapsigmising, since determining
whether someone is telling the truth is an advanced sodijlakd one in which there
are few very reliable performers.

Expert Opinion may be more tractable. In [7], Walton’s deifomi is first cited:

Major Premise.Source E is an expert in the subject domain S containing
proposition A.

Minor Premise E asserts that proposition A in domain S is true.
Conclusion A may plausibly be taken as true.

Six critical questions are given:

How credible is E as an expert source?
Is E an expert in the field that A is in?
Does E’s testimony imply A?

Is E reliable?

Is A consistent with the testimony of other experts?

o o M W N PF

Is A supported by evidence?

Later in [7], when considering the representation of thisesae for use in the
Carneades system, the critical questions are recast as:

e Premise. E is an expert in the subject domain S containingribgosition A.
e Premise. E asserts A.
e Assumption. E is a credible expert.

e Exception. E is not reliable.

11



e Exception. A is not consistent with the testimony of othgueks.

e Assumption. A is based on evidence. Conclusion. A.

The authors of [7] do not specify any form of the knowledgeehdsit one must
assume that either there is a knowledge base which allowsethered propositions
to be derived, or there is some means of querying the usert¢ondi@e, for example,
whether E is reliable. To generate arguments in a specifiicatipn, however, we
believe that there is rather more work to be done, so thabm®guch as reliability can
be specified with sufficient precision in terms of the knowlednodel to be used by
the application.

Considered as a general problem, addressing the abovevigslie be a daunt-
ing task. In particular applications, however, things mayact be easier. Firstly a
computer application is likely to use specific resourcet)erathan trawling a large
number of unspecified resources to find support. Suppose tl iwaargue that Peter
Lever played more cricket matches for England than PaultAllcan do so on the
basis that Lever played 17 times for England and Allot onlyTiBjustify these claims
| can cite the expert opinion @ww. cri ci nf 0. com which is endorsed by Wisden
and considered completely decisive for cricket matterds $te is credible, reliable,
based on evidence, and if anyone disagrees withrit, pisfor them. Effectively | can
use the Argument from Expert Opinion here because | can bigdeom that the critical
questions are not problematic. Similar definitive resosiest in other areas, such
asww. i ndb. comfor facts about films and actors. If, however, the applicatfoto
use some less authoritative source, such as Wikipediaathe sonfidence cannot be
assumed. Here we may well wish to make some effort to answeasttthe question
of consistency with other sources, and find some corrolweratformation, or make
some effort to discover conflicting opinion.

Suppose then we wish to use specific Internet resourcesve gakstions posed
to us. In order to do so we will need to rely on some analogue rguent from
Expert Opinion, call it Argument from Internet Resource eldd such an argument is
sound only if the chosen source has the right credentiads,ishif the designer who
has selected this resource is satisfied with respect to & cétical questions similar to
those posed against the Argument from Expert Opinion. Issegtial that the chosen
source be reliable, credible, based on evidence, and bmsbdlpreferentially in cases
of disagreement. The justification, in terms of the diligen€the designer, is thus very
similar to the justification of the use of the Argument fromdgance in logic programs
as discussed in section 2.

In Multi-Agent Systems, where an agent will be told thingsdikier agents, we
would need to consider justifying acceptance of informatieceived in this way using
a scheme akin to that of Witness Testimony. In many curreppgsals, the problem
is circumvented by the assumption of benevolence, in whignts can be assumed to
be sincere and reliable. This is relatively plausible farseld systems, but less so for
open systems, where it is dangerous to assume anything attmrtagents. This is
a real problem for open multi-agent systems, and one whialldwoubtless benefit
from hard thinking about how the insights from the Witnesstifaony scheme and its
critical questions can be adapted for use in this context.

12



5 Concluding Remarks

In this paper we have considered one of the strands of Waltgatk which has had
a significant impact in Al, namely his notion of argumentatgschemes as providing
presumptive justification of a conclusion subject to catiguestioning. The underly-
ing insight, that several forms of reasoning traditionallgssified as fallacious are in
fact desirable and necessary in informal argumentatiathcan be legitimately used if
certain considerations are observed, has a mirror in thetipesof Al in logic programs
and expert systems. They too made use of possibly fallaétwoss of reasoning, sub-
ject to constraints, such as the Close World Assumptionchvhiere able to legitimise
their use in particular contexts. Argumentation schemesige an interesting ratio-
nale for these practices. If we wish to use the schemes f@oges other than human
analysis of pre-existing arguments, for example to gerexafuments, the schemes as
stated in informal logic cannot be used immediately. Raithisrnecessary to rethink
them in terms of their intended computational use and suingoknowledge model,
so that all need for contextual interpretation is removedta8e study of the process
was given for one particular scheme, and some considesattating to other schemes
were advanced.

Douglas Walton’s influential argumentation schemes reraailmportant insight,
one which needs to be embraced by computational modellirggafiment. His work
comes from informal logic and was designed for manual amalysargumentation.
For computational purposes much detailed work remains tobe before the use of
argumentation schemes can be as standard and well undeastémgical deduction.
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